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It is not by coincidence that this special volume on climate change and human health is being launched just before the COP-15, the crucial meeting of policymakers from 192 countries, in Copenhagen from December 8th to 19th 2009, to negotiate future climate policy.

Although invoked frequently, the health argument has not been sufficiently firmly put forward, accompanied by hard evidence, as a driver for the climate policy community. Against this perspective of fostering dialogue between the global health and climate policy communities, the editors have chosen the COP-15 meeting as an occasion to present this special volume.

It is now almost 20 years since WHO published its first report on the health implications of climate change (1). Since that time, the Organisation has worked with researchers around the world to build the evidence base describing the linkages between climate change and health. In 2008, the 193 nations which constitute the World Health Assembly called for stronger action to respond to this emerging threat, and specified the need for more applied research. WHO has since coordinated an international consultation to define a global research agenda that responds to these needs (2). This agenda is action-oriented, stresses links with other, non-health, sectors and highlights the importance of research in and by low and middle-income countries.

This volume is an excellent contribution to such truly global, action and policy-oriented research. Firstly, the editors and authors highlight the needs for better and more scientific evidence on how climate change affects human health and what can and should be done about it. Secondly, this special volume goes well beyond health in a narrow sense. For example, new evidence is provided of how heat and heat waves reduce not only health and well-being but also work productivity of farmers and industrial workers. Thirdly, the volume contains papers on infectious disease impacts in the Arctic and the tropics, and therefore generates an innovative global view of health impacts. Finally, I am particularly pleased to see such a strong interest and representation of authors from low and middle-income countries.

I trust it will trigger debates between health researchers and policy-makers and help to highlight the need for a consensus on effective climate policies. Without effective and equitable international action, we will be unable to protect future generations from the long-term adverse health effects of a changing climate.

Maria Neira
Director, Public Health and Environment,
World Health Organization, Geneva
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Health as a crucial driver for climate policy

Rainer Sauerborn\(^1,2,*\), Tord Kjellstrom\(^3\) and Maria Nilsson\(^1\)

\(^1\)Centre for Global Health Research, Umeå University, Umeå, Sweden; \(^2\)Department of Tropical Hygiene and Public Health, Medical School, University of Heidelberg, Heidelberg, Germany; \(^3\)National Centre for Epidemiology and Population Health, Australian National University, Canberra, Australia

Health impacts of climate change and the need to prevent them should be at centre stage of the ongoing debate on climate policies (1). We have specifically prepared this series of papers to be available for the COP15\(^1\) conference in Copenhagen, to which the world looks to agree on targets and procedures to reduce greenhouse gas (GHG) emissions on the basis of fair burden-sharing between high and low-income countries.

Fig. 1 illustrates how GHG emissions, health impacts and climate policies are linked through a cascade of causes and effects. It highlights, how evidence of health impacts (top right arrow) can and should influence the debate on mitigation and adaptation (bottom left arrow).

There are three strong reasons for the climate policy community to consider health impacts:

1) the impacts are large, increasing and inequitably distributed;
2) the majority of people everywhere are concerned about the protection of their own and their children's health and are hence prepared to support mitigation policies; and
3) certain mitigation policies have significant positive health ‘co-benefits’, and these should be quantified and promoted to support mitigation arguments.

We take up these three points below and conclude with suggestions to better link health research and climate policy.

Fig. 1. Relationships between climate policy and health.

The factors in the upper part of the graph leading to GHG emissions are known as the ‘Kaya identity’, although the formula by Kaya and Yakobori (2) captures only energy-related emissions and was originally developed for CO\(_2\) emissions. Put in words: How can we decarbonise energy production and increase energy efficiency while protecting economic growth particularly in low and middle-income countries for a growing population?
Health impacts are large, increasing and inequitably distributed

There are a large number of documented and imputed effects of climate change on health, operating through an even larger set of direct and indirect processes. We refer the reader to a recent review (8). An assessment by WHO in 2004 concluded that approximately 166,000 deaths occurred in the year 2000 due to climate changes that had occurred between 1990 and 2000 (3). An increase over time is very likely. Updated calculations of the global burden of disease are in progress and the Centre for Global Health Research at Umeå University will contribute to that work, which is intended to estimate current health impacts and forecast future health impacts of climate change up to 2030.

Furthermore, populations in low-income countries are the most vulnerable to adverse health effects of climate change. This raises major ethical and political concerns (4–7). There are a large number of documented and imputed effects of climate change on health, operating through an even larger set of direct and indirect processes. We refer the reader to a recent review (8).

Important in the mitigation debate, but discussed very little, is the major contribution due to health damage to estimates of the full economic costs of climate change on human welfare under any climate scenario. Stern (32) included health as one of the non-market climate impacts in one of his models. When those were added to his economic model of climate change impacts, the long-term economic impact up to the year 2200 increased from 7.3 to 13.8% of GDP per capita.

Health is a potentially excellent motivator for change behaviour and policies

The concern of citizens about their own and their children’s health is arguably the most powerful motivator to accept changes in lifestyle or to accept the inconvenience and costs involved with climate policies. As Jay and Marmot (33) recently put it: ‘Crucially for winning hearts and minds in richer countries, what is good for the climate is good for health’. Surprisingly, apart from some studies (from the high-income countries) on the individual or public willingness-to-pay (WTP) for climate policies, which reported a 50% increase in individual WTP for improved climate protection between 2003 and 2006 (34), we could not identify any significant literature on this issue. On the other hand, studies on the perception of climate change and individual behaviour change do exist, albeit mainly from the high-income countries (35).

Careful and science-based communication of the health risks of climate change and the co-benefits of climate policies may therefore be an important approach for convincing both lawmakers and the general public of the urgency of climate policy. Studies on which channels and messages might be most effective in doing so would be welcome.

Mitigation policies will generate health ‘co-benefits’

There are potentially large health co-benefits of mitigation policies, which should be entered into the economic calculations of the costs of mitigation. While such co-benefits have been amply documented to accrue in other sectors, such as agriculture, technology and forestry, the quantification of health co-benefits is at a particularly early stage and requires strong research effort and methodological development, such as proposed by Smith and Haigler (36). An innovative angle put forward by Yamamoto et al. (29) is to view policies for reducing biomass-burning for cooking as climate policies, which have huge health co-benefits. It is not widely known that indoor air pollution arising from cooking currently kills far more people than the consequences of outdoor air pollution.

The way forward

Fill the research gaps

Many knowledge gaps have been identified, for example, in the IPCC assessment report (37) as well as in other reviews (38, 39). The most recent international attempt to identify gaps and recommend future research was a meeting in Madrid in October 2008 organised by WHO, the United Nations Foundation, the US National Institute of Environmental Health Sciences and the Ministry of Health of Spain (40).

An example of an important gap is the lack of research on the impact of climate change-related increases in heat exposure on working people (14). Such impacts can be expected to have direct consequences for local economic development potential in exposed populations (9).

Although still small compared to other climate-relevant sectors, research on the climate-health nexus is rapidly evolving. Universities are beginning to move such research up their priority list and courses, both introductory and research oriented, are offered both in the high-income countries (for example at Umeå University, University of Heidelberg and Australian National University) and soon in the low and middle-income countries (for example, at BRAC University in Bangladesh). The involvement of researchers from low-income countries is still low (31), but growing, as reflected in this series of papers.

Develop and monitor adaptation strategies

Research evidence is still scant for answering some very policy-relevant questions, particularly in the context of developing countries: Which adaptation policies work best for which priority diseases and at what cost in a specific
country context? How do we best set up early warning systems? How should we protect health infrastructures? Which drugs and vaccines need accelerated research and development? Which current health interventions need to be delivered with much more impetus in view of climate change? How can we focus health policies and interventions on the most vulnerable groups? And finally, most importantly, but very mundanely, how can we strengthen health systems in general to face yet another challenge to population health?

‘Use’ health as a driver for global climate policies

Nilsson et al. (41) compared the development of climate policy with that of tobacco control. The main difference between the two health threats lies in the fact that climate change has effects on the globe’s entire population. Yet, victims and perpetrators of climate change suffer in very different degrees. The main lesson learnt from tobacco control for Copenhagen is: do not wait! More than 50 years elapsed between the scientific evidence that smoking has strong negative health effects and the signing of the Framework Convention for Tobacco Control. Delay to act is deadly, as each year smoking claims 5.4 million lives (41, 42).

Our strong belief is that the world cannot afford to wait until all the evidence is in, as the smoking policy example has taught us. On the other hand, and opportunely for the COP15 conference, we hope to bring the argument of protecting health through mitigation closer to centre stage in the mitigation debate. The question is as simple as it is crucial:

Will the policy-makers gathering in Copenhagen later this year live up to the challenge and agree on measures to effectively and fairly reduce GHG emissions, in order to protect our children’s health?

Overview of this special volume

The 23 articles in this special volume focus on two large groups of climate-exacerbated adverse health effects: the first is a direct effect, the second largely indirect.

1) The effects of heat on human health. These direct effects are potentially magnified by climate change. A particular perspective is that heat and humidity do not only act on human physiology, but also reduce work productivity, particularly in developing countries (9). The collection of articles on ‘Heat and Health’ focuses on direct human exposures to extreme heat, which will be an increasing condition in most of the world with climate change. Excessive heat exposure is a health risk for all age groups and the paper by Jendritzky and Tinz (10) shows with innovative maps the extent to which different parts of the world are now at risk and will be at greater risk in 2050. Honda and Ono (11) have developed an improved method to quantify heat-related mortality risks, and Rockløv and Forsberg (12) compare different methods for quantifying mortality impacts during heat waves. Parsons presents practical approaches for reducing health risks during heat waves (13). The main focus in the other articles is on the vulnerable group of adults carrying out heavy labour in hot working environments: outdoors or indoors. Kjellstrom, Holmer and Lemke (14) describe the physiological mechanisms behind the health and productivity effects. Examples of these types of occupational health concerns are given by Lin and Chan (Taiwan) (15), Ayyappan, Sankar, Rajkumar and Balakrishnan (India) (16) and Delgado (Nicaragua) (17). Crowe, van Wendel de Joode and Wesseling (18) discuss in detail the possibilities of investigating such concerns in Costa Rica, and Kjellstrom, Gabryschi, Lemke and Dear (19) present the ‘High Occupational Temperature Health And Productivity Suppression’ (Hothaps) study programme, and invite interested scientists to participate. This programme will investigate global climate change impacts on heat and occupational health, a new concept publicised for the first time via this journal.

2) The effects on infectious diseases. These are indirect effects of climate change. Using a decidedly global lens, we report on increases in various infectious diseases both in the Arctic (Evengård and Parkinson (20), Rydén et al. (21) and Evander and Ahlm (22)) and in tropical countries (Yê et al. (23), Palmgren (24), Ling et al. (25), Tourre et al. (26), Emmelin et al. (27) and Dambach et al. (28)). The authors examine a wide range of diseases of parasitic, bacterial and viral origin. The focus, however, is on action for health systems: (i) assessing the dynamic, magnitude and nature of health impacts (22, 23); (ii) identifying most vulnerable populations (20, 26, 27); and (iii) contributing to the development of new tools for health systems for surveillance and early warning (21, 23, 25, 26, 28) The paper by Yamamoto et al. (29) examines the link between climate change and indoor air pollution, two seemingly unrelated public health threats. Evengård and Sauerborn (30) ‘connect the dots’ by pointing to a set of six common scientific and policy challenges in the Arctic and the tropics with regard to climate-sensitive infectious diseases. These papers thus stress common ground in research and policy challenges in what otherwise are extremely different settings: the cold high-income countries and the warm low and middle-income countries. Byass (31) finally reviews and portrays the dearth of research on climate
change and health in Africa and looks at ways of stimulating more work in this field, particularly by African scientists.

Note

1. COP means ‘Conference of the Parties’ and was created by Article 7 of the United Nations Framework Convention on Climate Change (UNFCCC), signed in Rio de Janeiro in 1992 and ratified by 193 countries. The COP is the ‘supreme body of this convention’ and mandated ‘to review the implementation of the Convention and any legal instrument . . . and shall make . . . the decisions necessary to promote the effective implementation of the Convention’. The conference convened in Copenhagen between December 8th and 19th 2009 will be the 15th such conference, hence COP15.
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The thermal environment of the human being on the global scale

Gerd Jendritzky¹* and Birger Tinz²

¹Meteorological Institute, University of Freiburg, Freiburg, Germany; ²Regional and Maritime Weather Centre Hamburg, German Weather Service, Hamburg, Germany

Background: The close relationship between human health, performance, well-being and the thermal environment is obvious. Nevertheless, most studies of climate and climate change impacts show amazing shortcomings in the assessment of the environment. Populations living in different climates have different susceptibilities, due to socio-economic reasons, and different customary behavioural adaptations. The global distribution of risks of hazardous thermal exposure has not been analysed before.

Objective: To produce maps of the baseline and future bioclimate that allows a direct comparison of the differences in the vulnerability of populations to thermal stress across the world.

Design: The required climatological data fields are obtained from climate simulations with the global General Circulation Model ECHAM4 in T106-resolution. For the thermo-physiologically relevant assessment of these climate data a complete heat budget model of the human being, the ‘Perceived Temperature’ procedure has been applied which already comprises adaptation by clothing to a certain degree. Short-term physiological acclimatisation is considered via Health Related Assessment of the Thermal Environment.

Results: The global maps 1971–1980 (control run, assumed as baseline climate) show a pattern of thermal stress intensities as frequencies of heat. The heat load for people living in warm–humid climates is the highest. Climate change will lead to clear differences in health-related thermal stress between baseline climate and the future bioclimate 2041–2050 based on the ‘business-as-usual’ greenhouse gas scenario IS92a. The majority of the world’s population will be faced with more frequent and more intense heat strain in spite of an assumed level of acclimatisation. Further adaptation measures are crucial in order to reduce the vulnerability of the populations.

Conclusions: This bioclimatology analysis provides a tool for various questions in climate and climate change impact research. Considerations of regional or local scale require climate simulations with higher resolution. As adaptation is the key term in understanding the role of climate/climate change for human health, performance and well-being, further research in this field is crucial.

Keywords: climate impact research; thermal assessment; acclimatisation; heat load; cold stress; bioclimate mapping; Perceived Temperature

Climate and climate change is predominately considered based on standard climate parameters such as air temperature or precipitation in time and space. Even in epidemiology, most of the studies relate just air temperature to data of health outcome (e.g. ‘temperature-related mortality’) (1). This is remarkable since the relationship of human beings to the thermal environment requires a more comprehensive consideration. The term ‘thermal environment’ encompasses both the atmospheric heat exchanges with the body (thermal stress) and the body’s physiological response (thermal strain).

The close relationship of humans to the thermal component of the atmospheric environment belongs to everybody’s daily experience. The hot summer of 2003 in Europe (2) when about 55,000 heat-related extra deaths occurred (3) is a good example of the significance of the thermal environment for human health (1, 4, 5). Balancing the human heat budget to variable environmental and metabolic heat loads is controlled by a very efficient (for healthy people) autonomous thermoregulatory system. This is supported by behavioural adaptation (e.g. eating and drinking, activity and resting, clothing, exposure, housing and migration) driven by conscious sensations of thermal discomfort. Such adaptation enables the human being to live and work in virtually any climate zone on Earth, albeit with varying degrees of discomfort and strain.
Internal heat is produced via metabolic activity required to perform mental and physical activities. The body exchanges heat by convection (sensible heat flux), conduction (contact with solids), evaporation (latent heat flux), radiation (long and short-wave) and respiration (latent and sensible). Thus, assessing the human thermal environment requires application of a complete heat budget model that takes all mechanisms of heat exchange into account (6–9).

Similar statistical relationships between mortality and thermal stress are found across the world (10, 11). However, populations living in different climates respond differently to heat stress due to some degree of physiological and behavioural acclimatisation. Fig. 1 shows, based on the application of a complete heat budget, that the impact of different thermal stress categories on relative mortality (defined as the number of deaths relative to the expected mortality) varies between European cities and areas (10). During days with no thermal stress or only slight deviation to the warm side (i.e. no thermal strain), small deviations of mortality from the expected value EV = 100% occur (Fig. 1). As thermal stress (heat or cold) becomes more extreme, mortality increases in different ways for ‘Normally cold’ places and ‘Normally hot’ places.

With the help of thermal assessment models, climatological information can be transformed into bioclimatological information. The climate data (observations at weather stations or output of numerical modelling) can be spatially presented in maps using geographical information system (GIS) techniques or grid data from model outputs. In this way, the bioclimate of heat and/or cold stress has been presented for New Zealand (12), Canada (13), Northern China (14) and Germany (15, 16). The German bioclimate maps were based on Fanger’s (6) Predicted Mean Vote (PMV)-equation using 30 years of hourly data from weather stations. A similar approach was used for Greece (17) and Austria (18). Some modern approaches were also combined for the human bioclimatic atlas for Mexico (19). Based on 30 years time series of three-hourly meteorological data of more than 900 weather stations across Europe, Perceived Temperature (PT) maps were produced presenting the frequency of heat load and cold stress using an acclimatisation approach (20).

In a first attempt to describe human thermal stress on a global scale the PMV-equation was applied to simulation data from the global General Circulation Model (GCM) ECHAM4/T106 of the Max Planck-Institute for Meteorology Hamburg/Germany (21). However, the PMV approach underestimated the role of humidity in warm conditions. Recently, global maps of the distribution of seasonal mean values of the Physiological Equivalent Temperature (PET) (22) for the current and a future climate were published (23). These are an improvement, but from a health impact point of view the frequency of exceeding thresholds may be more appropriate than the mean PET values. This report will demonstrate maps of the global distribution of threshold exceeding using improved thermal stress estimates.

Materials and methods

The thermal assessment procedure

The heat exchange between the human body and the thermal environment can be described in the form of the energy balance equation, an application of the first theorem of thermodynamics applied to the body’s heat sources (metabolism and environmental) and the various avenues of heat loss to environment (see Method box 1) (24).

Among the advanced heat budget models, Fanger’s PMV-equation (6, 26) can be considered as appropriate if Gagge et al.’s (27) improvement in the description of latent heat fluxes by the introduction of PMV* is applied. Together with a radiation model this approach combines the operational thermal assessment procedure ‘Klima–Michel’-model (KMM) (28–30) of the German national weather service Deutscher Wetterdienst (DWD) with the output parameter (descriptive term) ‘Perceived Temperature, PT’ (31). PT follows the PET approach (22, 32), Standard Effective Temperature (SET) (27), or Outdoor Standard Effective Temperature (Out_SET) (33, 34) in order to achieve a descriptive term in °C. PT is defined as the air temperature of a standard environment (wind calm, air temperature = mean radiant temperature, relative humidity (RH) = 50%, metabolic rate 2.3 MET = 135 Wm⁻², which means walking at 4 kmh⁻¹) that would produce the same thermal stress as the actual environment (Table 1). Additionally, optimal behavioural adaptation by clothing (along the scale from the thermal

Fig. 1. Thermal stress-related mortality as deviation from the expected value for selected European cities and areas 1986–1996 during different thermal stress categories (after 36 and 37). –3, strong cold stress; –2, moderate cold stress; –1, slight cold stress; 0, thermal comfort (no thermal stress); 1, slight heat load; 2, moderate heat load; 3, strong heat load, taking acclimatisation into account.
Table 1. Perceived Temperature, Predicted Mean Vote (According to (6)), and corresponding thermal stress (Initial conditions without acclimatisation; negative values are ‘cold stress’ and positive values are ‘heat load’)

<table>
<thead>
<tr>
<th>Thermal stress category</th>
<th>Perceived Temperature (PT) in °C</th>
<th>Predicted Mean Vote (PMV)</th>
<th>Thermo-physiological stress</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>PT ≥ +38</td>
<td>Very hot</td>
<td>Extreme heat load</td>
</tr>
<tr>
<td>3</td>
<td>+32 ≤ PT &lt; +38</td>
<td>Hot</td>
<td>Strong heat load</td>
</tr>
<tr>
<td>2</td>
<td>+26 ≤ PT &lt; +32</td>
<td>Warm</td>
<td>Moderate heat load</td>
</tr>
<tr>
<td>1</td>
<td>+20 ≤ PT &lt; +26</td>
<td>Slightly warm</td>
<td>Slight heat load</td>
</tr>
<tr>
<td>0</td>
<td>0 &lt; PT &lt; +20</td>
<td>Comfortable</td>
<td>None</td>
</tr>
<tr>
<td>−1</td>
<td>−13 &lt; PT ≤ 0</td>
<td>Slightly cool</td>
<td>Slight cold stress</td>
</tr>
<tr>
<td>−2</td>
<td>−26 &lt; PT ≤ −13</td>
<td>Cool</td>
<td>Moderate cold stress</td>
</tr>
<tr>
<td>−3</td>
<td>−39 &lt; PT ≤ −26</td>
<td>Cold</td>
<td>Strong cold stress</td>
</tr>
<tr>
<td>−4</td>
<td>PT ≤ −39</td>
<td>Very cold</td>
<td>Extreme cold stress</td>
</tr>
</tbody>
</table>
Panel on Climate Change (IPCC) (41).

A1B and A2 used in the report of the Intergovernmental Panel on Climate Change (IPCC) (41).

This scenario is between the two middle range scenarios IS92a (40) for the period 2041–2050. This scenario is between the two middle range scenarios A1B and A2 used in the report of the Intergovernmental Panel on Climate Change (IPCC) (41).

Calculation of the thermal environment

Using the model output data of ECHAM4/T106, the values of PT were calculated for the different time periods for each land-grid point and four Universal Times (UTC) at 00.00, 06.00, 12.00 and 18.00. In order to obtain comparable PT values, the predominant effect of the daily thermal variation was considered by recalculating corrected PT values for 12 Mean Local Time (MLT) for all grid points by a nonlinear interpolation procedure centred around the four neighbouring PT values at the given UTC times. For the given six-hour intervals the maximum mean error of this procedure is in the order of 1 K (≈1°C), which was tested with observational data of a couple of European weather stations with a time resolution of one hour.

The maps of PT values are related to people staying outdoors at noon (12 MLT). Because PT\textsubscript{max} usually occurs one or two hours later, the PT value at 12 MLT can be considered as a mean value over a certain time period starting some time before 12 MLT until some time after the same PT value as at 12 MLT occurs once more in the afternoon.

From these 12 MLT PT-time-series at every land-grid point the mean annual frequency (number of days p.a.) of comfort conditions (no thermal stress) or different intensities of thermal stress, respectively, has been derived for the two ECHAM4 time slices 1971–1980 and 2041–2050, taking acclimatisation into account according to HeRATE. The actual PT value for a certain thermal stress level at a given point and a given date always depends on the previous thermal conditions. The difference between the time periods (2041–2050) and (1971–1980) can be interpreted as the change in the bioclimate.

Results

The current thermal conditions

The map of the frequency distribution of thermal comfort (i.e. no thermal stress) 1971–1980 shows that the mid-latitude regions are most comfortable, in particular in the maritime affected areas (Fig. 3). This is true for Western Europe, New Zealand, the southern parts of Australia, Chile and Argentina as well as a narrow coast strip in the west of North-America where 300 days with thermal comfort at 12 MLT can be taken as typical. Similar conditions can be found in higher elevations of the Andes and in the area of the foothills of the Himalayas. With increasing continental influence in mid-latitudes or increasing subtropical influence, the number of days with comfort conditions decreases considerably. In the low-lands of the humid tropics thermal comfort is not possible at 12 MLT. This is also true for the ice shield regions of Antarctica and Greenland due to the limit to maximum clothing insulation of 1.75 clo which is used here.

The general relationship of heat load conditions to latitude (solar climate) is evident (Fig. 4a), although it is influenced by altitude. Heat load is the predominant thermal state in the tropics throughout the year. With increasing latitude the heat load probability declines, but even in moderate climates a considerable number of days with heat load can still be expected. Here the maritime influence in the area of the western coast lines is reproduced.
**Fig. 3.** Mean annual frequency of comfortable conditions (no thermal stress) at 12 MLT (= noon) taking acclimatisation into account based on ECHAM4/T106-data 1971–1980.

**Fig. 4.** (a–d) Mean annual frequency of exceeding the threshold for (a) heat load, (b) moderate heat load, (c) strong heat load and (d) extreme heat load at 12 MLT taking acclimatisation into account, based on ECHAM4/T106-data 1971–1980.
From a health point of view, higher heat load intensities become more relevant. Compared to Fig. 4a the area with at least moderate heat load conditions (Fig. 4b) is of course smaller and now almost covers those regions of the world known for tropical or subtropical climate. In the equator region even moderate heat load occurs almost every day. The presentations of the frequency of at least strong (Fig. 4c) and extreme (Fig. 4d) heat load isolate the regions further. It is interesting, for example, that Saudi Arabia shows the most days with extreme heat load (>170 days) while the threshold for at least strong heat load is more frequently exceeded in the Amazon basin and in Indonesia (>300 days).

The zonal variation in the thermal conditions is also found in the distribution of cold stress (‘in spite of winter clothing with 1.75 clo!’; Fig. 5a). While almost every day cold stress occurs in Antarctica, followed by less than one-third of the time span of a year over the southern tip of South-America (Tierra del Fuego), the northern hemisphere shows a more differentiated pattern due to superimposed topography and position relative to the sea. The frequency of cold stress in the tropical and subtropical regions is zero or close to that. When the thresholds for cold stress are tightened in the given definitions (Fig. 5b–d) the borders recede considerably step by step. Extreme cold stress can only be found some distance away from the coast over the ice shields of Antarctica almost every day (Fig. 5d). In central Greenland, the most extreme region in the northern hemisphere, the frequency of such cold conditions is ‘only’ marginally above 200 days a year. With respect to health consequences it is interesting to note that the regions showing at least moderate cold stress (Fig. 5b) have low population densities.

The spatial distribution of the thermal conditions across Europe looks very similar to maps based on data from 918 European weather stations 1971/2000 (20, 21).

**Thermal stress conditions in a future climate**

The ECHAM4/T106 simulation of the climate in the period 2041–2050 (‘Future’) uses the IPCC IS92a ‘business-as-usual’ scenario. Figs. 6–8 show the difference between the predicted future bioclimate and the 1971–1980 thermal conditions.

Both the humid tropics and Antarctica are characterised by already lacking comfort conditions (permanent

---

**Fig. 5.** (a–d) Mean annual frequency of exceeding the threshold for (a) cold stress, (b) moderate cold stress, (c) strong cold stress and (d) extreme cold stress at 12 MLT taking acclimatisation into account, based on ECHAM4/T106-data 1971–1980.
Fig. 6. Difference of the mean annual frequency of comfortable conditions (no thermal stress) at 12 MLT between future and recent climate taking acclimatisation into account, based on ECHAM4/T106-data (2041–2050 and 1971–1980).

Fig. 7. (a–d) Difference of the mean annual frequency of exceeding the threshold for (a) heat load, (b) moderate heat load, (c) strong heat load and (d) extreme heat load at 12 MLT taking acclimatisation into account, based on ECHAM4/T106-data (2041–2050 and 1971–1980).
heat load or cold stress conditions, respectively) (Fig. 6), and these will remain. The most pronounced decrease in comfort will happen in the subtropics up to the middle latitudes (moderate climate). An increase in comfortable conditions is mainly limited to cold areas with low population density, maybe with the exception of southern Scandinavia, parts of Russia, China, the northwest of the USA, and British Columbia in Canada.

The distribution of the changes of the annual frequencies of heat load (Fig. 7a–d) shows that almost all regions will become hotter. In the tropics there is no increase of the ‘all heat load conditions’ (Fig. 7a) or ‘at least moderate heat load’ (Fig. 7b) as these are already exceeded. There is a considerable increase in heat load in the subtropics and higher latitudes. While the affected areas are becoming smaller with tightening thresholds the opposite is the case in the tropics and subtropics (Fig. 7c and d). Although the characteristics are different, almost all densely populated areas are affected by the increase of adverse thermal conditions due to climate change.

As is nowadays the case, no cold stress will occur in the tropics and subtropics also in a future climate (Fig. 8a–d). The most densely populated areas will never be affected by extreme or even strong cold stress. In moderate climates a considerable reduction in the frequency of cold stress can be expected (Fig. 8a). The ‘at least moderate cold stress’ situation in the area of the Great Lake District in North-America, Scandinavia and Russia will be improved (Fig. 8b) while a significant decrease in stronger cold stress will occur in practically non-populated regions (Fig. 8c and d).

Discussion
Climate modelling provides global-wide time series of grid data for every day at several (here four) hourly time points, and here we used ECHAM4 time-slice modelling assuming the ‘business-as-usual’ green house gas scenario. In order to estimate impacts of climate or climate change on human health and well-being, a specific physiologically relevant assessment of the climate data is required. This assessment must be based on heat exchange theory taking
all mechanism of heat exchange into account, which results in heat budget models such as the PT procedure. Such models have the ability to correctly assess the climatological variables: air temperature, mean radiant temperature, wind velocity and water vapour pressure. It is likely that our assessment procedure can be applied across the world because thermo-physiology functions are fundamentally the same in all populations. At the population level (neglecting age, gender and inter-individual differences) the susceptibility to thermal stress is mainly controlled by physiological and behavioural adaptation. The psychological aspects of how people assess and prefer climate sensation (see e.g. 42, 43) are not subject of this study. Thermal comfort in our study stands for ‘no stress’ which means no physiological strain.

Societies have always adapted their cultures to meet the climate requirements (11, 44). Clothing (see e.g. ‘adaptive model’ by 45, 46), building design, food and drinking habits, working hours (siesta), avoiding outdoors activities during the hottest time of the day, lowering metabolic rate, etc. are some examples of behavioural adaptation that reduces exposure to thermal stress. If acclimatisation were perfect no adverse health effects of climate would be expected, but numerous publications report health impacts of climate indicating that societies are not able to adapt completely.

Acclimatisation (=adaptation to climate) is here considered firstly by assuming reasonable behaviour of the target group ‘general population’ with respect to clothing. The range of clo-values between 0.5 and 1.75 refers to moderate climate experience. Although there is some evidence that in cold winter climates the general population is not used to wearing more protective clothing thus limiting obviously their time for staying outdoors, this is certainly not true for people (not considered here) with particular activities such as soldiers, rangers, hunters, skiers who are able to avoid any cold stress by appropriate special clothing. Typical Inuit clothing (4.0 clo) would actually produce approximate comfort under the predominant conditions in extreme cold winter climates. The applied lower value 0.5 clo is already at the lower possible end. Shorts instead of jeans as often used by people in the tropics reduce the clo-value to 0.4 which would slightly reduce heat load.

Secondly, the acclimatisation approach HeRATE adjusts the initial thermal thresholds automatically to the prevailing local climate. In the warm-humid tropics and in the hot subtropics this often results in an increase of the thresholds for the different heat load intensities of 6–8°C. However, possible long-term (over years and decades) acclimatisation has not been considered due to the lack of a quantitative approach. Additionally the assessment procedure focuses on the population level which means people walking outdoors with a given metabolic rate of 2.3 MET (135 Wm$^{-2}$). Reducing the MET activity could be assumed under heat load conditions as an adaptation measure of the population if no specific work intensities are required. This was not included in the PT standardisation. Thus, the calculated heat load conditions are probably overestimated. On the other hand there are many outdoor working conditions requiring much higher metabolic rates. In tropical and sub-tropical climates the obstruction of heat release from the body can very quickly produce extreme heat load conditions in a working individual which significantly differ from the assessments in our analysis for an assumed general public.

With the help of PT and HeRATE, the current and predicted thermal environment is described in health-related frequencies of exceeding locally adapted thresholds based on daily values at a fixed time (noon = 12 MLT) which is representative for a few hours around noon. This makes a big difference to the usual consideration of climate and climate change based on monthly or annual mean values of air temperature. In terms of both comfort and the absence of intense thermal stress, the mid-latitude areas are ‘privileged’ while comfortable or only slight heat load conditions only rarely occur in the humid tropics. The distribution of heat load follows the solar climate to a great extent, while it is modified by maritime or continental influences and altitude. In the tropics and subtropics a huge number of human beings are affected by heat stress, particularly in Asia and Africa. In tropical and subtropical areas, where extreme heat load is already common, climate change will make ‘extreme heat load’ even more ‘extreme’ with significant impacts on health and well-being of populations living in these areas.

Of course these societies apply some behavioural adaptation measures but the dramatically increased – and from a greenhouse gas point of view contra productive – use of air-conditioning systems in these countries by those who have the financial capabilities indicates that they are not satisfied with the existing climate. The problem increases because in rapidly growing cities traditional buildings which relied on local experience in climate-related building design, is no longer realised. In addition, the urban heat island effect in large cities is already greater than the predicted climate change until the end of this century, and the public health risks are significant. By contrast, major cold stress is limited to sparsely populated areas.

When considering the fact that (a) almost the entire population of the world lives in areas indicated by yellow or red colours in the presentation of the changes (see Fig. 7c) and (b) already exceeding the threshold for moderate heat load would increase mortality (at least based on studies in moderate climates), the public health
issue of this aspect of climate change becomes evident. This would also be true if, due to an underestimation of the effect of acclimatisation in the applied procedure, the thresholds for the different heat load intensities were actually somewhat higher. The predominant part of the world’s population will belong to the ‘climate losers,’ being faced with more frequent and more intense adverse thermal conditions, while few countries or areas will belong to the ‘climate winners,’ a view on the problem that first was introduced by Auliciems in 1994 (47).

The interpretation of the results must consider the geographic scale. When looking at individual pixels, the coarse resolution (approx. 100 km in middle latitudes, 125 km at the equator) becomes evident. The daily living and working space of a human being is much smaller. The described assessment procedure can also be applied to regional climate models (see e.g. 48) are nested into global models, thus providing bioclimatological conditions with higher resolution (down-scaling). An important aspect that could be added is the urban heat island effect. Further improvements of these assessments can be expected by applying the almost finalised Universal Thermal Climate Index (UTCI; (COST 730) (49)), which is based on human response-related thermo-physiological modelling with the help of a multi-segmental, multi-layered representation of the human body (50, 51), to the new generation of climate simulation models including down-scaling.

Conclusions
The application of the thermo-physiological assessment procedure PT to climate data broadens the usual consideration of climate maps presenting only single climate data such as air temperature. The approach results in a spatial assessment of thermal stress categories which relate climate to the health and well-being of humans. This provides specific problem-oriented information to the climate and climate change, and human health relationships in general and for the estimation of the vulnerability of different populations.

Optimal conditions in terms of no or at most slight thermal stress differ significantly between the individual continents. Europe is obviously ‘privileged’ while particularly Africa and Australia suffer from heat load with highest frequency at the extremes. Asia and both the Americas lie approximately in between. In the predicted future climate, based on the ECHAM4 simulations, the most pronounced changes will occur at the extreme heat load category which will then become the most frequent condition for America as it is already now for Africa and Australia. Favourable conditions will decrease basically all over the world.

A better understanding of acclimatisation as the adaptation to climate and climate change in different time scales remains an important research issue.
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**Background:** In assessing health risks relating to current and future heat extremes, it is important to include developing countries, because these countries are considered to be vulnerable to the impact of climate change due to inadequate public health infrastructure, nutritional status and so forth. However, it is usually difficult to obtain relevant information from these countries, also because of insufficient public health infrastructure.

**Objectives:** We invented a method that can be used for developing countries to assess the health risks of current and future extremes, but there still are some issues. We introduce and discuss these issues.

**Design:** We analysed time-series data with non-parametric regression models including generalised additive models, which controlled for time trends.

**Results:** When we controlled for year, the temperature/mortality relation was V-shaped, but when we controlled for season as well as year, the left side of the V-shape disappeared. Our month-specific analysis also revealed that winter months had higher mortality rates than other months, but there was no relation between mortality rate and temperature within each month during winter.

**Conclusions:** This suggests that, unlike heat effects, risks due to cold effects may not be ameliorated even if global warming occurs. We need to investigate the mechanism behind high mortality during winter months.

**Keywords:** heat extremes; Japan; epidemiology; excess mortality; generalised additive models
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and future risk due to heat-related deaths (4). In the assessment, however, we encountered some challenges: the days with extremely high temperatures were rare and the risk for these days could not be precisely estimated, hence we needed to pool the data; but pooling across areas was difficult because the OT levels were climate dependent. In our analysis, then, we pooled across chronological time.

In this article, we consider whether or not pooling across time was appropriate, and show another problem we found in controlling for time trend by generalised additive model. Also, we briefly discuss the net effect of climate change, making assessments that evaluate not only heat-related effects, but also cold-related effects.

Present investigation

Methods

Data

As we described above, we made our model as simple as possible to be generalisable to developing countries. Hence, we used daily maximum temperature as the only meteorological variable, and daily crude mortality rate (or daily number of deaths) as an outcome variable. Notably, our study showed that relative humidity did not confound the temperature–mortality relation in Japan (5).

The data for daily maximum temperature were obtained from Meteorological Agency, Japan, and that for daily mortality data were obtained from Ministry of Health, Labour and Welfare. The period of observation was from 1972 to 1995 (except for Okinawa, for which the period was from 1973 to 1995).

Statistical methods

We evaluated temperature–mortality relations by prefecture. In Japan, we have 47 prefectures; the northernmost prefecture is Hokkaido (43°N) and the southernmost prefecture is Okinawa (26°N). Tokyo is located in the middle of these two prefectures in terms of latitude (35°N). In the evaluation, we used smoothing spline (smooth. spline) function from the statistics package of R language and environment for statistical computing and graphics (6). Degrees of freedom is another issue in semi-parametric regression; fewer degrees of freedom yield smoother curves, but if too few, then true relationships can be missed. Based on our exhaustive search, we set the degrees of freedom as six to obtain the best bias–variance trade-off (7). Using the above model, we determined the OT.

Year-adjusted mortality rate

In drawing smoothing spline curves, we encountered a problem with non-V-shaped relations in some prefectures (7). We could not initially explain why this phenomenon had occurred, but now we have found that it is due to the mechanism explained in Appendix B.

To illustrate, we replicate the temperature–mortality relation in Hiroshima, and compare it with the similar relation in which we replaced the ordinary mortality rate with year-adjusted mortality rate as described below.

In calculating year-adjusted daily mortality rate (YaM), we calculate two mean mortality rates in addition to ordinary daily mortality rate (DM): grand mean mortality rate (GM), i.e. average of DM for the entire observation period and year mean mortality rate (YM), i.e. average of the DM for each year. YaM is defined as:

\[ YaM = DM - YM + GM \]

This procedure sets the average of YaM for each year identical to GM. In other words, this procedure explicitly eliminates the year trend.

Generalised additive models

Another method used to control for non-linear time trends was generalised additive models (8). In the analysis we used ‘mgcv’ package (9) from the R statistical environment. In controlling for time trend, we tried to make the degrees of freedom closer to the number of observation years to control for year trend, and seven times as large as the number of observation years to control for year and seasonal trend. Since time trend is explicitly addressed by adding the time term in the generalised additive models, we used the daily number of deaths, instead of the year-adjusted mortality rate.

Month-specific analysis

As will be described in the Results section, the year-controlled temperature–mortality relation and the year and season-controlled relations showed substantial differences. In order to explore these differences further, we evaluated month-specific temperature–mortality relations using smoothing spline curves.

Results

Fig. 2 shows the relation between daily maximum temperature and mortality in Hiroshima. Although we
used identical datasets except for mortality rate, the left panel shows a non-V-shaped relation, whereas the right panel clearly shows a V-shaped relation. This comparison suggests that not controlling for year fails to form a V-shaped relation.

To provide additional information for discussion, we show Fig. 3. Here, the distribution of daily maximum temperatures for Hiroshima was shown for 1972–1979, 1980–1989 and 1990–1995. During 1972–1979, there were some days with daily maximum temperature below zero, but no such day during 1990–1995. In contrast, number of days with daily maximum temperature beyond 35°C was much larger during 1990–1995 than that during 1972–1979. In Hiroshima, OT was in the upper twenties. The frequency distribution for OT appeared stable over time compared with the above difference for extremely cold and hot temperatures.

Fig. 4 illustrates the result of generalised additive model analyses. The top two panels show the results when only year was controlled for, and the bottom two panels show the results when year and season were controlled for. When only year was controlled for, the temperature–mortality relation was V-shaped, and the number of deaths was increasing over time. In contrast, when year and season were controlled for, the left-hand side of the V-shape disappeared. On the other hand, the high mortality rate during the cold season was observed in the time trend panel; with varying magnitude, every year had a winter spike.

Fig. 5 shows the relation between daily maximum temperature and year-adjusted mortality rate by month for some selected prefectures. The solid black, red and green lines on the left side are for December, January and February, respectively. The solid black, red and green lines on the right side are for June, July and August, respectively. Despite some fluctuations, the lines for winters do not appear to be temperature-related. In contrast, the lines for summer show higher mortality at higher temperatures. Another finding is that, not only within the prefecture, but also across prefectures, mortality rates within particular months in winter were
more or less similar. Hokkaido, the coldest prefecture in Japan, had a much lower temperature range than other prefectures, yet its mortality rates in colder months were similar to those of the other prefectures.

Discussion
As Fig. 2 clearly shows, not controlling for time trends resulted in bias, with the non-V-shape problem. As explained in Appendix B, simultaneous changes in

Fig. 4. Result of generalised additive model analyses for Tokyo. Number of daily deaths was predicted with daily maximum temperature (ds$mxt) and time trend (ds$sasdate). In controlling for year only, degrees of freedom for time trend were close to the number of years observed, and the degrees of freedom were about seven times as large when controlling for year and season.

Fig. 5. Relation between daily maximum temperature and year-adjusted mortality rate by month for some selected prefectures.
mortality rate and temperature distribution over time confounded the V-shaped temperature–mortality relation. Since temperatures have been rising due to climate change and mortality rates have been decreasing in many countries, it is not desirable to pool the data across time. This leaves us a problem of statistical instability for the relative risk on days with extremely high temperature. One possible solution, besides using generalised additive models, is to adjust for OT. This would at least reduce the variance of the relative risk on days with temperatures beyond the OT.

Another challenge we encountered in generalised additive models is how we can consider cold effects. Our analysis revealed that left side of the V-shape disappeared in all the prefectures; no prefecture showed higher mortality in colder days than in warmer days during winter when controlling for year and season. Some reports showed that V-shaped relations remained after controlling for season (2, 10). We are unsure why Curriero and colleagues’ results showed very high mortality on colder days, but in some figures from McMichael and colleagues’ report, a similar pattern to ours can be observed. Also Armstrong’s paper showed relation between cardiovascular mortality (which is the major cause of death that forms the V-shaped relation) and daily temperature in London, and the cold effect decreased substantially when controlling for influenza epidemics and other factors (11). At least our monthly analysis clearly showed that, for the colder months, temperature levels did not affect mortality within each month. Armstrong’s finding and our monthly analysis suggest that the cold side of the V-shape is mainly formed by influenza epidemic or other seasonal factors. This may incur reconsideration of ‘net effect’ evaluation of climate change on mortality, because global warming increases the number of extremely hot days and hence heat-related mortality increases, but decreasing numbers of very cold days may not attenuate high mortality in winter. There are other issues in the inference of health impact of climate change in developing countries, but our finding on cold effects showed the necessity of further investigations on the mechanism of high mortality during winter. Lag effect analysis is one of these investigations. At least we should not simply use the V-shaped curve in projecting net effect of climate change.

In the risk assessment of future climate change impact, how we address adaptation is always challenging. Adaptation can be divided into two categories; explicit policies to reduce the impact and spontaneous, collective phenomenon. The former cannot be estimated without conducting intervention studies, but the latter may be estimated using our finding, i.e. the relation between the 80th percentile value of the daily maximum temperature and OT; shifting the V-shaped curve from left to right makes the population less vulnerable to heat. For example, if the 80th percentile value of the daily maximum temperature rose from 26 to 28°C, then setting the OT estimate at 26°C would imply a 0% shift and 28°C would imply a 100% shift.

Conclusion
In order to assess the risks due to climate change in developing countries, our finding that the 80th percentile value of daily maximum temperature was a good estimate of the optimum daily maximum temperature can be used, but there are some challenges. We found that simultaneous changes in mortality rate and temperature distributions confounded the temperature–mortality relation in Japan. Since the temperature has been rising due to climate change and mortality rate has been changing in many of the countries, it is not desirable to pool the data across time. The colder side of the V-shaped relation was formed due to higher mortality in winter months, but there was no cold effect within each month. This finding suggests that simple calculations of the net effect of global warming using V-shaped curves are questionable.
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Appendix A. Assumptions for the climate change risk projection

As described in the main text, it is often the case that the only available data is crude mortality rate in developing countries. Even when age and sex-specific mortality rate or cause-specific mortality rate are available, often the data are not sufficiently reliable. Hence, we tried to estimate the mortality rate at OT (MRot) using annual crude mortality rate (MRa). In our study (4), we used Japanese dataset. For each prefecture, we computed the ratio MRot/MRa, and obtained 0.9 for the average ratio of the 47 prefectures.

Another parameter we need is the relative risk for the excess mortality due to heat. To overcome statistical instability, we adjusted for OT in obtaining the relative risk estimate. We also recognised that the relative risk was close to unity if the temperature was close to OT, but became larger when the temperature was much higher. Hence we calculated relative risks for two temperature categories; our relative risk estimate based on Japanese 47 prefectures were 1.02 for daily maximum temperature between OT and OT+5 and 1.10 for daily maximum temperature beyond OT+5.

The existence of OT difference across the prefectures implies that OT may become higher when the global warming occurs. However we have no clue how fast this OT shift occurs, thus we assumed that OT is stable even when the global warming occurs.

Other assumptions we made were future scenarios; we used SRES A1B scenario (1) and Japanese climate model, CCSR/NIES/FRCGC Atmosphere–Ocean General Circulation Model.

Appendix B. Mechanism of forming non-V-shaped relations

As shown in Fig. 3, number of days with OT (around 28°C) did not change substantially, but number of days with extremely high temperature considerably increased over time. This suggests that the proportion of days in later years is higher for days with extremely high temperature than for days with OT. Also, the mortality rate has been decreasing in Japan. Hence the mortality rates were lower for more recent years. The combined effect of these two trends makes the pooled mortality rate for days with extremely high temperature lower than that for days with OT when the data are pooled across time.

For most of the prefectures, the effect was such that the slope of the right side of V was less steep; only for several prefectures, the V-shaped relation disappeared. However, even when there is V-shaped relation, the slope is confounded, and may not be valid if we pool the data across time.

Note

1. Fig. 2 is for 65+ years old age group and the mortality rate was decreasing. In contrast, the total number of deaths has been increasing as shown in Fig. 4.
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Comparing approaches for studying the effects of climate extremes – a case study of hospital admissions in Sweden during an extremely warm summer

Joacim Rocklöv* and Bertil Forsberg
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**Background:** Health effects induced by climate, weather and climatic change may act directly or indirectly on human physiology. The future total burden of global warming is uncertain, but in some areas and for specific outcomes, mortality and morbidity are likely to increase. One likely effect of global warming is an increasing number of extreme weather events, such as floods, storms and heat waves. The excess numbers of specific health outcomes attributable to climate-induced events can be estimated. This paper compares approaches for estimating excess numbers of outcomes associated with climate extremes, exemplified by a case study of hospital admissions during the extremely warm summer of 2006 in southern Sweden.

**Materials and methods:** Daily hospital admission data were obtained from the Swedish National Board of Health and Welfare for six hospitals in the Skåne region of southern Sweden for the period 1998 to 2006. Daily temperature data for the region were obtained from the meteorological station in the city of Malmö. We used four established approaches for estimating the daily excess numbers associated with extreme heat. Time series of daily event rates were assumed to follow a Poisson distribution. Excess event rates were compared by using several approaches, such as standardised event ratios and generalised additive models to estimate the health risks attributable to the extreme climate event.

**Results:** The four approaches yielded vastly different results. The estimates of excess were considerably biased when not accounting for time trends in previous years’ data. Three of four approaches showed a significant increase in excess hospitalisation rates attributable to the heat episode in Skåne in 2006. However, modelling the effect of temperature failed to describe the risks induced by the extreme heat.

**Conclusion:** Estimates of excess events depend greatly on the approach used. Further research is needed to identify which method yielded the most accurate estimates. However, one of the approaches used generally seem to perform better than the others in estimating the excess rates associated with the heat episode. Further on, estimating relative risks of temperature or other determinants of disease may fail to incorporate the unique characteristics of particular weather events, such as the effect caused by very persistent heat exposure. Unless this can be incorporated into predictive models, such models may be less appropriate to use when predicting the future burden of heat waves on human health.

**Keywords:** hospital admission; temperature; heat; surveillance; weather; climate change; extreme event
established various associations between heat events and health outcomes, such as patterns of cholera transmission (2), tick-borne disease (3) and heat-induced mortality (4, 5).

According to the fourth assessment report by the Intergovernmental Panel of Climate Change (IPCC), climate and health experts expect the global burden of disease to increase due to extreme climatic events, such as floods, heat waves and storms (1). Health outcomes during such events are in some cases monitored by surveillance centres, with excess risks or frequencies being estimated routinely or subsequently characterised in more detailed and specific scientific publications. Often risks of an outcome during an extreme event are compared with the expected risks for the same outcome; for example, in heat wave observational studies this may correspond to the observed number subtracted (O–E) or divided by (O/E) the expected number, where the expected is based on the mean frequency in preceding years (4, 6–9). Another frequently applied study design compares observed frequencies with those predicted (expected) from previous years in time series regression models including trends and possibly taking into account calendar time (10–13). Both approaches mentioned above are common in observational studies and offer a fast and comprehensive way to augment scientific knowledge of climate induced hazards.

A third approach used in studies of temperature and health is the incorporation of parametric or non-parametric spline functions (smooth functions) in time series regression models (14). Such functions estimate the excess health outcomes (O–E) during the extreme events, taking into account calendar time variables, such as seasonality, time trend, weekday patterns and national holiday patterns plus additional potential confounders, e.g. air pollution levels during an heat wave (15). With such a study design the excess ratio (O/E), estimated by the smooth function, is directly related to the levels expected during the same time period as the event given by covariates of the model. A fourth approach frequently used when establishing a direct relation between temperature and mortality, and morbidity is modelling the variability of daily deaths as dependent on the variability in daily and previous days’ temperatures, adjusting for a range of determinant factors, such as calendar time patterns and time trends (14).

The direct effect of heat on morbidity and mortality
Heat-related health events are likely to increase with global warming unless adaptation occurs. Studies of heat impacts on human physiology have a longstanding history (5). The largest proportion of heat effects are not reported cases of hyperthermia, but mainly increases in cardiovascular and respiratory hospitalisations or deaths (5). Cardiovascular events are mainly a consequence of increased heart rate due to regulation of body temperature by sweating, which in turn leads to a reduction in blood volume (6). The mechanisms for respiratory deaths are less clear. Recent studies have identified several high risk groups, such as living on top floors, living in institutions, engaging in outdoor activities involving exertion, being very young or very old and being in populations not adapted to heat (5, 7, 16–20). Heat waves are also often associated with increased incidence of dehydration, renal failure and electrolyte disorders, as well as increases in neurological disorders (5, 7, 18).

The number of papers on heat events and mortality has grown rapidly, but the number of studies assessing heat effects on morbidity, for example, the number of hospitalisations, are fewer (9, 21–25). Many studies estimate the general effect of high temperature during summer, utilising distributed lag models on a daily basis, but not the specific effect of extreme heat where there is little or no relief from the heat during the event period. Such events do not necessarily correspond to the same increase in relative risk. The risks are often much higher during heat waves. This was, for example, illustrated by the large excess mortality in France during the heat wave of 2003 (15). In developed countries, where most research on this subject has been undertaken, the effect of heat has been more severe among the very elderly in the population. The opposite pattern has been observed in regions with poorer health conditions, where heat has been shown to be a more important predictor of childhood mortality, for example, in India where infectious diseases dominate causes of mortality. Moreover, the overall effects of high temperatures on hospitalisations have shown different patterns in heat waves (9, 21) compared to general summer temperatures (21, 22). However, few papers have investigated the excess morbidity both during extreme heat events and during summers in general, to show the difference between such exposures.

Established associations, climate and the extreme nature of the 2006 Swedish heat event
The climate in Sweden is rather moderate during the summer. Nonetheless, we have previously established associations between high temperatures, relative humidities and respiratory, cardiovascular and total mortality (excluding external causes), as well as increasing susceptibility over time in Stockholm (27, 28). However, no particular heat extreme or heat wave has been studied. During the summer of 2006, several meteorological stations in the south of Sweden recorded the highest summer mean and July mean temperature since measurements started in the middle of the nineteenth century. At the meteorological station in Lund the mean temperature for July was 21.7°C, against a reference level for the period 1961–1990 of 16.7°C and corresponding standard deviation 1.3 (Personal communication: Markku Rummukainen &
Objective
In this paper we aim to estimate the excess number of daily hospital admissions (all causes excluding external; respiratory and cardiovascular causes) caused by the heat event in 2006 in Skåne, Sweden, by employing four different approaches commonly used in the literature to estimate the impact of heat events on mortality and morbidity:

1. standardised event ratios assuming the same frequencies as the mean of the two previous years;
2. time series Poisson regression approach predicting the expected excess numbers from trends and calendar patterns;
3. time series Poisson regression approach estimating excess numbers with a smooth function; and
4. time series Poisson regression approach incorporating predictors of temperature effect in lag strata.

Population and data
We collected cause-specific data on acute (unplanned) hospitalisations at the hospitals in Malmö, Lund, Helsingborg, Trelleborg, Ystad and Landskrona from the National Board of Health and Welfare during the period 1998–2006. Data were aggregated at the daily level by counts of total (excl. external) causes, cardiovascular causes [ICD10:1] and respiratory causes [ICD10:J] for all ages.

Data on daily mean temperatures during the period 1998–2006 were collected from Malmö meteorological station maintained by the Swedish Meteorological and Hydrological Institute.

Methods
Extreme temperatures during 2006 ranged over the whole summer period, so we defined the heat event as the months June–August, to incorporate a potential early summer heat effect due to lack of acclimatisation and lag effects in the later part of the summer.

In the first approach we calculated differences (O–E) and ratios (O/E) of observed and expected counts during the heat event in the study region according to the cause-specific groups studied. The expected count in 2006 was calculated as the mean of the observed counts for the same time period as the heat event during the two preceding years. The observed and the expected counts in 2006 were summed by week, starting June 1st and ending August 30th (total 13 weeks) as were the standardised event ratios. Confidence intervals (CI; 95%) were calculated for the total number of excess admissions with variance derived from the Poisson distribution for weekly mean frequencies during the reference period (for Poisson distributed events the variance equals the mean) and assuming normal properties for the sum of frequencies.

For the three following approaches we estimated the excess numbers and ratios during the heat event in 2006 by establishing Poisson regression models incorporating smooth functions of between-year and within-year trends (seasonality), and factors describing weekday patterns and national holidays.

Additionally in the second approach we established a generalised additive Poisson model and predicted the expected frequencies during summer 2006 according to time trends, weekday and holiday patterns estimated from the two preceding years. The smooth functions for within-year and between-year trends were allowed a restrictive fixed degree of freedom (df) of 2 and 7, respectively.

Additionally in the third approach we established generalised additive Poisson regression models for the period 1998–2006 and incorporated a smooth function over time (from July 1st until August 30th in 2006) to model the excess risks during the heat event period, as well as a smooth function for within-year and between-year trends. The two latter functions were allowed a fixed df of 12 and 9, respectively. The smooth function for the excess risks during summer 2006 was allowed 9 df as a maximum and was penalised for wiggliness. CIs (95%) for the total excess numbers were derived from the regression models.

The fourth and final approach undertaken was modeling the effect of mean daily temperature on hospitalisation in a time series generalised additive Poisson regression model using smooth functions of moving average temperature lag strata 0–1, 2–6 and 7–13. These functions were penalised if too wiggly and maximally allowed 7 df. In this model we controlled for seasonality, 7 df, and between year time trends, 9 df, by smooth functions with fixed degree of freedom. The smooth functions were less relaxed this time to avoid the control for seasonality affecting the estimates for the daily effect of temperatures. Additional variables included were factors for weekday and holiday patterns. The fourth approach was based on data from the period 1998–2006. A 95% CI for the total excess frequency was derived from standard deviations from the regression model.

The analysis was done in R using the mgcv package. The generalised cross-validation criteria were used to fit the best model. The assumption on the flexibility of the smooth function for excess risks (approach III) was relaxed allowing more degrees of freedom. However, this resulted only in minor changes in the estimated
excess effects. The smooth functions for within-year trends as well as the smooth functions for excess risk during the heat event 2006 were based on cyclic spline functions; the other smooth functions were based on cubic splines. The adjusted $R^2$-squared was between 50 and 75% in all the models, with the highest $R^2$-squared in models of all-cause morbidity. In all models fitted we allowed for over-dispersion. Model diagnostics, such as heteroskedacity, normality and response vs. fitted values were graphically examined.

All calculations were based on daily data. However, to simplify interpretation we aggregated some of the results to a weekly basis.

**Results**

The 95th percentile of daily temperatures in Malmö was 19.4°C over the study period. During the extremely warm summer of 2006 the daily mean temperatures in Malmö were generally above 20°C from July 2nd to August 1st. The maximum daily mean temperature was above the 90th percentile of summer temperature during July, with exception of the period July 12th–15th when the

<table>
<thead>
<tr>
<th>Daily mean temperature (°C) in summer</th>
<th>Mean</th>
<th>Maximum</th>
<th>Minimum</th>
</tr>
</thead>
<tbody>
<tr>
<td>2004</td>
<td>16.0</td>
<td>22.2</td>
<td>11.3</td>
</tr>
<tr>
<td>2005</td>
<td>16.7</td>
<td>22.6</td>
<td>10.7</td>
</tr>
<tr>
<td>2006</td>
<td>18.4</td>
<td>24.2</td>
<td>11.1</td>
</tr>
</tbody>
</table>

**Table 1.** Descriptive statistics for daily summer temperatures in Malmö 2004–2006

![Fig. 1.](image-url) To the left; excess admissions in summer 2006 derived from observed numbers in summer 2006 minus observed numbers during the two preceding summers. To the right; corresponding ratios of observed to expected numbers. The dot-dashed lines correspond to weekly mean temperatures during summer 2006 and the dashed lines to the weekly mean temperatures during the two preceding summers.
Table 2. The heat event attributable excess admissions in all and cause-specific groups corresponding to the different approaches of estimating excess frequencies with 95% confidence intervals ( ).

<table>
<thead>
<tr>
<th>Approach</th>
<th>Total excess admission summer 2006 attributed to heat – all causes excl. external</th>
<th>Total excess admission summer 2006 attributed to heat – respiratory causes</th>
<th>Total excess admission summer 2006 attributed to heat – cardiovascular causes</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>1,406 (1,280, 1,532)</td>
<td>476 (410, 541)</td>
<td>931 (822, 1,039)</td>
</tr>
<tr>
<td>II</td>
<td>753 (715, 790)</td>
<td>305 (287, 323)</td>
<td>403 (370, 436)</td>
</tr>
<tr>
<td>III</td>
<td>157 (122, 193)</td>
<td>146 (128, 164)</td>
<td>–15 (–36, 8)</td>
</tr>
<tr>
<td>IV</td>
<td>32 (6, 58)</td>
<td>26 (14, 38)</td>
<td>–2 (–24, 20)</td>
</tr>
</tbody>
</table>

Fig. 2. To the left; excess admissions during summer 2006 as observed minus expected, and to the right; ratios of observed to expected, with expected as predicted from a regression model based on patterns during the two preceding years. The dot-dashed lines correspond to weekly mean temperatures during summer 2006 and the dashed lines to the weekly mean temperatures during the two preceding summers.
temperatures were just below the 90th percentile. The summer mean temperature in Malmö, 2006, was about 2°C warmer compared to the two preceding years (see Table 1).

In Fig. 1, weekly comparison of hospitalisations in all-cause excl. external, respiratory and cardiovascular causes from the first approach are presented as excess numbers (O−E) and standardised admission ratios (O/E) during summer 2006 compared with the two previous summers (2004−2005). The weekly mean temperatures during summer 2006 (dot-dashed) and the mean of the two preceding years (dashed) are also contrasted. According to this approach, the excess number of admissions was generally greatly higher during the whole summer with the largest increase after the warmest period at the end of July and the beginning of August. The relative increase was largest for respiratory admissions where the risks were up to twice those during the reference period. Generally, during the whole summer, risks of admission were higher than during the two preceding years. The total number of excess admissions during summer 2006 was estimated as 1,406 (95% CI: 1,280−1,532), 476 (95% CI: 410−541) and 931 (95% CI: 822−1,039) in groups of total, respiratory and cardiovascular causes, respectively (see Table 2). The increased risk of cardiovascular admissions was unexpectedly high at the beginning of summer. However, not accounting for an increasing trend in admissions during the study period is likely to bias the estimates from the first approach.

In Fig. 2, the excess numbers and ratios of observed and expected from the second approach are presented for the three groups of hospital admissions. Here the frequencies increased during the warmest part of the summer, but for cardiovascular causes, also at the beginning of summer.

![Graphs showing excess admissions and ratios for different causes](image)

**Fig. 3.** To the left; excess admissions in summer 2006 derived from a regression model incorporating a smooth function of time of the heat event to capture associated risks, and to the right; corresponding ratios of modelled frequencies (RR) associated with the heat event divided by expected frequencies if no heat event. The dot-dashed lines correspond to weekly mean temperatures during summer 2006 and the dashed lines to the weekly mean temperatures during the two preceding summers.
The relative risk estimates were normalised to increase from approximately one. The total number of excess admissions during summer 2006 was estimated as 753 (95% CI: 715–790), 305 (95% CI: 287–323) and 403 (95% CI: 370–436) in groups of total, respiratory and cardiovascular causes, respectively (see Table 2). In Fig. 3, the excess numbers and ratios associated with the heat event from the third approach corresponding to the smooth functions of the risks in 2006 are presented. The relative increase was largest for respiratory admissions. Both the group of respiratory admissions and the group of all-causes showed statistically significant increases which were probably due to the heat event. This effect was less apparent in the cardiovascular event group.

In Fig. 4, the smooth functions from this model are presented with 95% CIs in grey. In Fig. 5, the weekly residuals of the model of all-causes are plotted. As can be seen, there were small residual patterns after having fitted the model. However, there were a few disturbing peaks, one of them at the time of the highest temperature levels, that was not accounted for by this function. The total number of excess admissions during the summer of 2006 was estimated as 157 (95% CI: 122–193), 146 (95% CI: 128–164) and 15 (95% CI: 36–8) for all causes, respiratory and cardiovascular admissions, respectively (see Table 2). In Fig. 6, the fourth approach was applied and the predicted excess attributable to the summer 2006 temperatures was compared with the expected levels of admissions predicted from the mean daily temperature during the two preceding years (all other covariates being the same as 2006). Here, the frequencies increased very little compared with estimates from previous approaches. The total number of excess admissions during summer 2006 was estimated as 32 (95% CI: 6–58), 26 (95% CI: 14–38) and –2 (95% CI: –24–20) for all cause, respiratory and cardiovascular admissions, respectively (see Table 2).

In Fig. 7, the smooth function of the effect of temperature in each lag strata for all causes is presented as risk relative to the minimum point at the curve, with its 95% CI. Generally, all of these functions were significant at the 95% level, except the lag 0–1 function for...
respiratory causes. For all causes, the effect of temperature on admission rates was rather weak in the lag strata 0–1, v-shaped in the lag strata 2–6 (increasing with both low and high temperatures) and increased with decreasing temperature in the lag strata of 7–13. It should be noted, however, that these effects of temperature have not been controlled for the influence of influenza, but instead the trend functions were more relaxed to incorporate such effects.

Discussion
We used four different approaches to study the effects of a climatic extreme on hospital admissions, taking the case of a record-breaking warm summer. The results from the four approaches differed to a very large extent, and uncertainties in the effect estimates (CIs) should be of little concern compared to the differences induced by the study methodologies. The largest excess numbers were estimated in the first approach, not incorporating the increasing frequency of admissions with time. The estimates of the first approach were therefore likely to overestimate excess numbers and risk ratios associated with the heat event. The second approach, which is commonly used, also yielded quite large estimates of excess in all disease groups studied. However, here the ratios were more accurately normalised to the baseline levels of 2006 due to the modelling of the time trend. In the third approach, the excess frequencies due to heat in 2006 were rather low, and may have fallen victim to natural constraints for smooth functions (being restricted to be smooth and not sufficiently well incorporating peaks). It is therefore likely that such a function may have underestimated the effects of the extremely warm summer on hospitalisation rates. This suspicion was augmented

Fig. 6. To the left; weekly admissions in summer 2006 attributed to daily variation of temperature compared with mean temperature levels in 2004 and 2005. The model incorporates smooth functions of temperature effect in lag strata 0–1, 2–6 and 7–13, and to the right; corresponding risks relative to the risk attributed to mean daily temperatures of 2004–2005. The dot-dashed lines correspond to weekly mean temperatures during summer 2006 and the dashed lines to the weekly mean temperatures during the two preceding summers.
after having plotted the residuals of the model for summer 2006. The fourth approach predicted the rates in 2006 based on modelling the lagged relationship between temperature and hospitalisations during the period 1998–2006. However, this approach (which is well established in studies of heat on mortality) failed to predict any increases in the frequencies of hospitalisation at all. The explanation for this is probably that the approach did not incorporate effects of persistent exposure, which is a unique characteristic in this data only occurring during heat waves, but rather described the short-term variation in admissions due to short-term variability in temperature in general. Previous heat waves have indicated the risks during such extreme conditions may increase much more than predicted from temperature–mortality studies (5, 15). All models showed increased risks during the end of July and start of August, the period when the temperature had been at an extremely high level for about two weeks. According to the second approach, which probably yielded the best estimates, the admissions rates during the last week in July were about 30% higher than normal for this time of year. The time lag between heat and peaking event rates was also a fact during the 2003 heat wave in France (15).

The most obvious difference between the estimates from the second and the third approach was that the second approach estimated high excess levels during the start of June 2006 mainly in cardiovascular disease, while the third did not. These effects could be due to early summer warm weather, when the population was not acclimatised to high temperatures, but it could also be a pattern caused by something else that started before June 1st and which is therefore not estimated by the smooth function for excess, since this function assumed the excess started on or after June 1st.

In the fourth approach the effect of high temperatures was estimated to be mainly in the lag strata of 2–6, showing a more delayed effect of heat for hospitalisation than for mortality in Sweden (27). Looking at other lag strata we can confirm the contrasting patterns of admissions and temperature found previously (21, 24). We can also confirm the stronger relationship between respiratory admissions and high temperatures previously established (22). This was also the case for mortality and high temperatures in Sweden (27). This, together with the fact that many cardiovascular disease events may have occurred outside of hospitals, may indicate a shortcoming in the health system; a very rapid development of disease states or fatigue/disorientation that made people less likely to seek help and therefore die at home (24). However, the fewer cardiovascular causes may still represent a larger proportion of attributed cases because the incidence rate of cardiovascular disease is about four times greater than the attributed cases of respiratory diseases.

![Fig. 7. The risks of hospital admission as a function of temperature in lag strata of 0–1, 2–6 and 7–13. The shaded areas are 95% confidence intervals.](image-url)
To judge which of these approaches is preferable, based on these data, is hard, but future simulation results may predict the more favourable approach to use. So far, it seems the second approach performed better than the others according to trends and predictions and taking into account the residual peaks of the third approach. It is clear, however, that confidence limits based on a single approach indicate little of the uncertainty that we should show around estimates of excess.

An additional but rarely used method applied to hospital admission rates during heat waves is to define the reference period as a period before the event and a period after the event (23). This approach resembles the third approach used in this study (with a smooth function estimating the excess rates), but avoids the problem with the smooth function not being flexible enough to including spikes caused by the exposure. However, if the heat event episode runs over a longer period of time (as in this case) a seasonal confounding may bias such estimates. Because of this, we did not incorporate that approach into this study.

In the future, climate is likely to show increased frequencies of extreme events. Methodologies for studying health outcomes associated with weather, climate and climate change incorporating time are also necessary when estimating the efficacy of climate change intervention measures. We need to study and reduce such effects as much as possible, not only with a regional but also with a global perspective which targets interventions to areas most affected by climatic change, especially with respect to younger age groups. The effects of climate change on health are complex and a general preparedness should be reached in all countries, irrespective of the scenarios and outcomes, since these may be very different from future impacts. However, when studying the effects of extreme climate on health we need to choose methodological approaches carefully.

Conclusion

Different approaches for studying the effects of an extreme climate event on health can result in highly variable estimates. Further research is needed to identify methods yielding the most accurate estimates. However, one of the approaches used here (the second) seems to have performed better than the others in estimating the excess rates associated with this heat episode. The three first approaches foretold a significant increase in hospital admissions related to the heat episode. However, estimating relative risks of temperature or other determinants of disease may fail to incorporate the specific characteristics of the particular weather event, such as the duration. This means such estimates may be less appropriate for using in predicting the future burden of such events on human health, and in particular the burden of future heat waves.
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Background: The aim of this paper is to summarise what is known about human response to heat and to use this knowledge to provide guidance on how to maintain the health, comfort and performance of people in heat waves.

Design: The use of power and especially water are critical in providing cooling. A practical method of cooling people in a water bath is described. A warm bath slowly cooled will provide effective cooling but not thermal trauma.

Result: It is concluded that for sedentary and light activities, it is not necessary to cool offices or homes below 25°C for thermal comfort.

Conclusion: To compare the costs due to loss of productivity caused by a heat wave, with the cost of taking action, more research is needed into the relationship between levels of heat stress and how much distraction and ‘time off task’ it causes.
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The principles behind how people respond to heat and conditions which would influence health, comfort and human performance have been extensively studied and are well understood (1). To avoid unacceptable heat strain in specific populations and in specific contexts requires the application of those principles into guidelines and heat management systems. How to do that is not well understood.

Heat stress is determined by the metabolic heat production of the body, which increases with level of activity (even at rest a person produces around 100 W of heat) and the ability to lose heat to the environment so that heat stored in the body does not raise body temperature to unacceptable levels. Clothing will restrict heat loss (or gain) between the skin and the environment, which is determined by air temperature, radiant temperature, humidity and air velocity. It is the interaction and combined effect of these six factors that determines the level of heat stress.

Heat strain is a consequence of the response of the body to heat stress. Increased heart rate and blood flow to the skin, and sweating can cause illness and death in vulnerable people even when internal body temperatures are at what would normally be considered to be acceptable levels. Sweating can lead to dehydration and as well as increased body temperature can lead to collapse, heat stroke and death.

This paper provides a summary of physiological responses to heat and presents methods for reducing heat strain. The aim of the paper is to consider the application of knowledge of human response to heat, to provide methods for maintaining the health, comfort and productivity of people during a prolonged and atypical period of hot weather (a heat wave).

Physiological response to heat

In heat stress the body temperature may rise and receptors sensitive to change in temperature in the skin, muscle, stomach and other areas of the central nervous system, as well as in the anterior hypothalamus itself, all send signals via the central nervous system to the anterior hypothalamus. The ratio of sodium to calcium ions is also monitored. Where temperatures are above ‘set point’ levels, blood circulation is controlled in specific areas of the body through the sympathetic nervous system which dilates the cutaneous vascular bed, and hence increases skin blood flow and invokes the sweating mechanism if necessary. This provides greater potential for heat to flow from the body and hence maintain body temperature. Because the heart cannot supply blood to all of the body’s organ systems, the autonomic nervous and endocrine system control allocation of blood to competing organs.

During exercise there is an initial sympathetic vaso-constriction, so that blood may flow to active muscles. If
Heat is required to be dissipated there is an increased cutaneous blood flow. During continuous work, in the heat, central nervous blood volume decreases as the cutaneous vessels dilate. The stroke volume falls and the heart rate must increase to maintain cardiac output. The effective circulatory volume also decreases as water is lost through sweating.

Sweat glands are stimulated by cholinergic sympathetic nerves and secrete sweat onto the surface of the skin. Sweat rates of 1 L per hour are common and for each litre evaporated, 675 W of heat are lost per hour (2). However, large sweat losses reduce body water content and hence thermoregulatory effectiveness. During sweating, salt is lost at about 4 g per litre (1 g per litre in acclimatised persons). As a normal diet provides 8–14 g of salt per day, then a normal diet is often sufficient. Salt tablets can irritate the stomach and heavier use of salt at meals is preferred, but salt supplementation will normally not be required (2). Potassium is also lost in sweat and a high salt intake may increase potassium loss. In most cases, however, potassium will be replaced by a normal diet (especially fruits and vegetables).

The overall physiological response for continued heat storage is therefore vasodilatation to increase skin temperature and then sweating leading to profuse sweating (including ineffective dripping of some sweat losing insignificant heat but important water). As ‘core’ temperature increases and the skin is completely wet, hidromeiosis (a reduction in sweating) may occur due to swelling and blocking of sweat glands in the wet humid conditions (3). This is often confused with so-called sweat gland fatigue. The decrease in sweating promotes a further, often rapid, increase in ‘core’ temperature to beyond 38–39°C, where collapse may occur to above 41°C (rectal temperature) and heat stroke may occur. There will be mental confusion, behavioural changes, failure in central nervous thermoregulation and sweating, and death with eventual denaturing of body protein. National Institute for Occupational Safety and Health (NIOSH) (2) consider age, gender, body fat, drugs (including alcohol) and other non-thermal disorders as important individual factors. There is a large individual variability in the mechanisms of response, which are not fully understood. Physical fitness, however, has been shown to be of great importance. The mnemonic, ‘SHAFTS’ can be used to advise people how to increase tolerance to heat. This is: Sensible (i.e. appropriate behaviour; reduce exercise or work activity); Hydrated; Acclimatised; Fit; Thin: and Sober (including avoidance of alcohol and other drugs).

**Heat physiology and health**

Leithead and Lind (4) conclude that heat disorders occur for one or more of three reasons:

1) the existence of factors such as dehydration or lack of acclimatisation;
2) the lack of proper appreciation of the dangers of heat, either on the part of the supervising authority or of the individuals at risk; and
3) accidental or unforeseen circumstances leading to exposure to very high heat stress.

They conclude that many heat-related deaths can be attributed to neglect and lack of consideration and that even when disorders do occur much can be done if all the requirements for the correct and prompt remedial treatment are available. In climates such as those found in Singapore, military personnel are exposed to hot, humid conditions and must carry out essential tasks in protective clothing. Although heat stroke will occur, severe consequences have been avoided by organisational methods including extensive training of personnel and an efficient back-up system to transport casualties rapidly to hospital.

There are a number of classification systems for heat disorders. The mechanisms are summarised in Fig. 1 (5) and a description is provided in Table 1 (6).

There are a number of other complaints related to heat exposure. For example, in mildly sunburnt skin, sweat can be trapped and accumulate under the dead surface layer and cause discomfort as well as reducing evaporative efficiency. In industries where chemicals and particulates are present in the air, they may interact with sweat on the skin surface to cause complaints. The interaction between chemical substances in the air and a sweating person has yet to be fully explored but can be significant. Pollution and poor air quality may be an additional hazard along with heat and in combination may cause and exacerbate respiratory disorders. Protective clothing and equipment may promote sweating and will reduce the ability to evaporate sweat to cool down. This will often increase the risk for the person the clothing is protecting against and dangerous levels can occur at what would normally be considered to be moderate temperatures.

**Acclimatisation**

Acclimatisation refers to the increased ability of a person to reduce heat strain due to experience of exposure to heat. It takes two forms: behavioural and physiological. Behavioural acclimatisation is most effective and is mainly gained in the context of the heat exposure. If we go to a hot climate, we soon learn to drink appropriately and keep out of the sun. Physiological acclimatisation involves adjustments to our ability to thermoregulate and allow a greater capacity for and more efficient vasodilatation and in particular, sweating. When people become exposed to heat they increase their ability to sweat (7). Significant changes occur even after only three days of exposure. It is possible to gain physiological acclimatisation by exposing
people for a few hours per day to high levels of heat (e.g. in a laboratory – called acclimation) and this is often used as a technique to reduce strain when people are about to travel to a hot climate.

In short, if a person is used to being exposed to heat then he/she will adjust physiologically to some extent and learn how to behave to tolerate the heat. In extremely hot tropical environments this ‘behavioural change’ will include a reduction of physical activity workload, and an increase of frequency and length of rest breaks. If they are not used to the heat and when the weather suddenly becomes hot, then they will be more vulnerable to heat strain.

**Maintaining health in heat waves**

There is no reason why a person should suffer ill health in a heat wave as the principles of reducing heat strain are well understood. The requirement is that we have adequate management systems based upon these principles. Physiological responses to heat have generally been studied on fit young males and under conditions that could be regarded as very hot and towards the extremes of weather conditions. For less fit and vulnerable people, physiological responses such as increased heart rate, prolonged sweating and respiratory responses (related to air quality or dryness) will pose a threat. Increased body temperature will eventually be a threat to health, but it may not be the primary cause of illness and death in a heat wave.

So what do we do to maintain health? We set up a management system to ensure that people are not exposed to unacceptable heat stress. Heat stress is determined by the interaction of air temperature, radiant temperature, air velocity and humidity. It is also greatly

---

**Fig. 1. Causes of heat stroke (from Ref. (5)).**
<table>
<thead>
<tr>
<th>Category and clinical features</th>
<th>Predisposing factors</th>
<th>Underlying physiological disturbance</th>
<th>Treatment</th>
<th>Prevention</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Temperature regulation heatstroke</td>
<td>(1) Sustained exertion in heat by unacclimatised workers; (2) lack of physical fitness and obesity; (3) confusion, loss of consciousness, convulsions, ( t_m ) continues to rise; fatal if treatment delayed</td>
<td>Failure of the central drive for sweating (cause unknown) leading to loss of evaporative cooling and an uncontrolled accelerating rise in ( t_m ); there may be partial rather than complete failure of sweating</td>
<td>Immediate and rapid cooling by immersion in chilled water with massage or by wrapping in wet sheet with vigorous fanning with cool dry air, avoid overcooling, treat shock if present</td>
<td>Medical screening of workers, selection based on health and physical fitness, acclimatisation for 5–7 days by graded work and heat exposure, monitoring workers during sustained work in severe heat</td>
</tr>
<tr>
<td>Heatstroke: (1) hot dry skin usually red, mottled or cyanotic; (2) ( t_m ) 40.5°C (104°F) and over; (3) confusion, loss of consciousness, convulsions, ( t_m ) continues to rise; fatal if treatment delayed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Circulatory hypostasis heat syncope</td>
<td>Lack of acclimatisation</td>
<td>Pooling of blood in dilated vessels of skin and lower parts of body</td>
<td>Remove to cooler area, rest recumbent position, recovery prompt and complete</td>
<td>Acclimatisation, intermittent activity to assist venous return to the heart</td>
</tr>
<tr>
<td>Fainting while standing erect and immobile in heat</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Water and/or salt depletion</td>
<td>(1) Sustained exertion in heat; (2) lack of acclimatisation; and (3) failure to replace water lost in sweat</td>
<td>Loss of body salt in sweat, water intake dilutes electrolytes, water enters muscles, causing spasm</td>
<td>Salted liquids by mouth or more prompt relief by I-V infusion</td>
<td>Adequate salt intake with meals; in unacclimatised workers supplement salt intake at meals</td>
</tr>
<tr>
<td>(a) Heat exhaustion</td>
<td>(1) Fatigue, nausea, headache and giddiness; (2) skin clammy and moist; complexion pale, muddy or hectic flush; (3) may faint on standing with rapid thready pulse and low blood pressure; (4) oral temperature normal or low but rectal temperature usually elevated (37.5–38.5°C) (99.5–101.3°F); water restriction type; urine volume small, highly concentrated; salt restriction type; urine less concentrated, chlorides less than 3 g/L</td>
<td>(1) Dehydration from deficiency of water; (2) depletion of circulating blood volume; (3) circulatory strain from competing demands for blood flow to skin and to active muscles</td>
<td>Remove to cooler environment, rest recumbent position, administer fluids by mouth, keep at rest until urine volume indicates that water balances have been restored</td>
<td>Acclimatise workers using a breaking-in schedule for 5–7 days, supplement dietary salt only during acclimatisation, ample drinking water to be available at all times and to be taken frequently during work day</td>
</tr>
<tr>
<td>(b) Heat cramps</td>
<td>Painful spasms of muscles used during work (arms, legs or abdominal); onset during or after work hours</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Salted liquids by mouth or more prompt relief by I-V infusion</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Category and clinical features</td>
<td>Predisposing factors</td>
<td>Underlying physiological disturbance</td>
<td>Treatment</td>
<td>Prevention</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>----------------------</td>
<td>--------------------------------------</td>
<td>------------</td>
<td>------------</td>
</tr>
<tr>
<td>4. Skin eruptions</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a) Heat rash (miliaria rubra; “prickly heat”)</td>
<td>Profuse tiny raised red vesicles (blister-like) on affected areas, pricking sensations during heat exposure</td>
<td>Unrelieved exposure to humid heat with skin continuously wet with unevaporated sweat</td>
<td>Plugging of sweat gland ducts with retention of sweat and inflammatory reaction</td>
<td>Mild drying lotions, skin cleanliness to prevent infection</td>
</tr>
<tr>
<td>(b) Anhydrotic heat exhaustion (miliaria profunda)</td>
<td>Extensive areas of skin which do not sweat on heat exposure, but present gooseflesh appearance, which subsides with cool environments; associated with incapacitation in heat</td>
<td>Weeks or months of constant exposure to climatic heat with previous history of extensive heat rash and sunburn</td>
<td>Skin trauma (heat rash; sunburn) causes sweat retention deep in skin, reduced evaporative cooling causes heat intolerance</td>
<td>No effective treatment available for anhydrotic areas of skin, recovery of sweating occurs gradually in return to cooler climate</td>
</tr>
<tr>
<td>5. Behavioural disorders</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a) Heat fatigue – transient</td>
<td>Impaired performance of skilled sensorimotor, mental or vigilance tasks, in heat</td>
<td>Performance decrement greater in unacclimatised and unskilled worker</td>
<td>Discomfort and physiologic strain</td>
<td>Not indicated unless accompanied by other heat illness</td>
</tr>
<tr>
<td>(b) Heat fatigue – chronic</td>
<td>Reduced performance capacity, lowering of self-imposed standards of social behaviour (e.g. alcoholic over-indulgence), inability to concentrate, etc.</td>
<td>Workers at risk come from temperate climates, for long residence in tropical latitudes</td>
<td>Psychosocial stresses probably as important as heat stress, may involve hormonal imbalance but no positive evidence</td>
<td>Medical treatment for serious cases, speedy relief of symptoms on returning home</td>
</tr>
</tbody>
</table>
influenced by the clothes a person is wearing and the activity they are performing. Consideration of these six factors must form the basis of any management programme. A full discussion of management programme for heat waves is provided in (8). Of particular importance will be the availability of household water and electrical power. Moving people away from hot homes to cooler areas (e.g. public libraries or modern shopping centres) will reduce heat strain but may not be practicable. The use of water provides an effective and often practical method of keeping cool in the heat. Simply plunging the hands and feet into cool water reduces thermal strain. Immersing hands and arms in cool water is a practical way for vulnerable people to avoid health problems in the heat. For those with a bathtub, running a normal warm bath (e.g. 38°C water temperature) to half full and getting in, then running in cool water to fill the bath allows a non-stressful method of keeping cool. The initial warm water will promote vasodilatation and will not cause thermal shock, which will occur with cool water and raise blood pressure. The body will not detect the slow cooling and at around 30°C a ‘cool’ bath will greatly enhance heat loss.

Spraying water on the face or exposed skin and enhancing evaporative cooling with fans, for example, will reduce heat loss even when the air temperature is above desired internal body temperature. The direction and strength of fans, however, has to be controlled as evaporation of mucous from the airways and moisture from the eyes can cause irritation and respiratory problems.

The use of air conditioning is very effective in reducing air temperature and hence thermal strain. It requires electrical power, however, and if electric grid systems cannot meet capacity then lack of power can cause a critical problem. The above discussion provides methods for keeping cool in a heat wave. It is not exhaustive and the reader is referred to (8) for a complete discussion.

**Maintaining comfort in heat waves**

Conditions for thermal comfort are well described by Fanger (9) and were later adopted worldwide in ISO 7730 (10). They are, that for a person to be in thermal comfort, he/she must be in heat balance (maintaining internal body temperature) and that skin temperatures and sweat rates must be within comfort limits. A method is derived from those three premises that allows the prediction (from air temperature, radiant temperature, air velocity, humidity, clothing and activity) of thermal comfort conditions and of any thermal discomfort. The predicted mean vote (PMV) index predicts the mean rating of a large group of people exposed to thermal conditions (six factors above) on the scale: +3 hot; +2 warm; +1 slightly warm; 0 neutral; −1 slightly cool; −2 cool; −3 cold. For a given PMV value, the predicted percentage of dissatisfied (PPD) provides the likely level of dissatisfaction.

Parsons (1) and Hodder and Parsons (11) extend the scale from 7 to 11 points by adding very hot/cold and extremely hot/cold on either end. They then provide a simple rule of thumb method for taking account of the direct sun on a person. For every 200 Wm⁻² of solar radiation (from 0 Wm⁻² totally cloudy to 600 blue sky to 1,000 absolute maximum), the PMV (now PMV_solar) is increased by one scale value. It is emphasised that this rule of thumb provides a simplistic practical method which accounts for main effects. For a more accurate assessment, direct and diffuse radiation, depending upon turbidity and cloudiness, elevation of the sun, posture of the person and more, also play a role but involve increasingly complex analysis.

To take account of the ability for people to change behaviour or adapt to the environment, Parsons (1) suggested an I_equiv index which allows the clothing insulation value, used in the calculation of PMV, to be adjusted to take account of the effects of any adaptive opportunities in the environment (e.g. ability to reduce clothing, open windows, etc.). The I_equiv method provides a simplistic but direct method of accounting for adaptive opportunities available to people. Estimates of adaptive opportunity, however, remain necessarily subjective. There are other, less rational or ‘causal’ adaptive models which relate indoor comfort temperatures to outside conditions based upon data from thermal comfort surveys (e.g. 12). The ‘causal’ model assumed in such models is that the effects of the adaptive opportunity, such as that used in the I_equiv method, are captured in the behaviour of people to outside conditions, for example, a reduction in clothing when outside temperatures are high. The I_equiv method suggests that a consequence of this is to provide the suggestion that for reasonable levels of adaptive opportunity, it will not be necessary to cool offices or homes below 25°C to provide thermal comfort. This measure is related to sustainable thermal comfort discussions (13) and will also have the effect of significantly reducing electrical power requirements and hence avoiding power failure. It is interesting to note that in Japan a few years ago, the government in Tokyo ran a campaign to set a lower limit for cooling offices to 28°C air temperature. The Prime Minister at the time advised businessmen not to wear a tie. The 28°C limit clearly requires less energy to achieve in hot outside conditions than a limit of 25°C or below, however, it is likely to cause some discomfort. The practical point is that it is a common practice to cool rooms to around 20°C (and often causes cold discomfort) in hot outside conditions. This is an unnecessary and inefficient use of energy. Energy saving by not cooling below 25°C would be highly significant worldwide and it is generally agreed would still allow thermal comfort.
Maintaining productivity in heat waves

The most effective way to maintain human performance and productivity during a heat wave is to provide thermal comfort conditions. This is not always possible, however, and in hot conditions productivity is likely to fall. This is by no means certain, however, and motivation, morale and team spirit will all be significant factors. There have been numerous studies into the effects of heat on manual dexterity and cognitive performance. The most direct and measurable effect on productivity, however, is ‘time off task’ (1) caused by work having to be stopped or due to heat causing a distraction to people (e.g. concentrating or finding fans or adjusting control systems or simply paying attention to the heat). This will apply to people in homes, offices and other work places. The relationship between the level of distraction caused by heat and the level of heat stress is not known. Further investigation is needed if the full economic costs of heat waves are to be determined. For practical purposes the costs in terms of health and loss in productivity can be weighed against the costs of systems for ensuring the avoidance of unacceptable thermal strain during heat waves.

Conclusions

1) Much is known about human response to heat and basic principles can be used to provide guidance on effective heat management systems.
2) With electrical power and especially water, it is possible to avoid health problems due to heat.
3) For sedentary and light activities it is not necessary to cool rooms below 25°C to provide thermal comfort.
4) There is a need to determine the relationships between levels of heat stress and how much distraction and time off work it causes.

Conflict of interest and funding

The author has not received any funding or benefits from industry to conduct this study.

References


*Ken Parsons
Department of Human Sciences
Loughborough University
Loughborough LE11 3TU, UK
Email: k.c.parsons@lboro.ac.uk
Workplace heat stress, health and productivity – an increasing challenge for low and middle-income countries during climate change
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Background: Global climate change is already increasing the average temperature and direct heat exposure in many places around the world. Objectives: To assess the potential impact on occupational health and work capacity for people exposed at work to increasing heat due to climate change. Design: A brief review of basic thermal physiology mechanisms, occupational heat exposure guidelines and heat exposure changes in selected cities. Results: In countries with very hot seasons, workers are already affected by working environments hotter than that with which human physiological mechanisms can cope. To protect workers from excessive heat, a number of heat exposure indices have been developed. One that is commonly used in occupational health is the Wet Bulb Globe Temperature (WBGT). We use WBGT to illustrate assessing the proportion of a working hour during which a worker can sustain work and the proportion of that same working hour that (s)he needs to rest to cool the body down and maintain core body temperature below 38°C. Using this proportion a ‘work capacity’ estimate was calculated for selected heat exposure levels and work intensity levels. The work capacity rapidly reduces as the WBGT exceeds 26-30°C and this can be used to estimate the impact of increasing heat exposure as a result of climate change in tropical countries. Conclusions: One result of climate change is a reduced work capacity in heat-exposed jobs and greater difficulty in achieving economic and social development in the countries affected by this somewhat neglected impact of climate change. Keywords: climate change; work; heat; occupational health; productivity
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Global climate change will affect living and working environments, and create health threats for millions of people (1, 2). The average global temperature is increasing and it is estimated that it will go up a further 1.8-4.0°C (estimated average 3.0°C) by 2100 (1), depending on actions to limit greenhouse gas emissions. The extent of local climate change will vary depending on geographic and local meteorological conditions. Modern urban development can add several degrees to local temperatures through heat absorption in concrete buildings, road tar-seal, etc.: the ‘urban heat island effect’ (3).

Increasing local ambient temperature means higher human exposure to heat, which during hot seasons in hot parts of the world can create very unhealthy environments for people who are not able to protect themselves with air conditioning or other cooling methods. Both general living environments and working environments are affected. The latter may create impacts both on workers’ health and on economic conditions (4). Workers in low and middle-income tropical countries are likely to be at highest risk of excessive heat exposure.

The aim of this paper is to briefly introduce the most commonly used occupational heat stress index and how working people are likely to be affected at different heat exposure levels, an important aspect of the health effects of climate change (5). We will highlight the potential impacts of increasing heat exposure due to climate change in low and middle-income tropical countries.
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Physiological and clinical impacts of heat stress

The human body is designed to maintain a core body temperature of 37°C. A person carrying out physical activity (for instance while working) creates metabolic heat inside the body, which needs to be transferred to the person’s external environment in order to avoid a dangerous increase of core body temperature (6). The body heat balance is determined by the ‘six fundamental factors’ (6):

(1) air temperature;
(2) radiant temperature;
(3) humidity;
(4) air movement (wind speed);
(5) clothing; and
(6) the metabolic heat generated by human physical activity.

If cooling via sweating and convection (via contact with cooler air and air movement) is not sufficient, the metabolic heat generation needs to be reduced to avoid heat strain and heat stroke (7). This creates limits to the extent to which physical activity and work output can be maintained without rest periods.

When physical activity is high in a hot working environment, the worker is at risk of increased core body temperature (above 38°C), diminished physical work capacity (8, 9), diminished mental task ability (10), increased accident risk (11) and eventually heat exhaustion or heat stroke (12). The main factor underlying these effects is the increased core body temperature (13), but dehydration due to sweating and inadequate liquid intake is also of major importance (14). Symptomatic exhaustion and clinical diseases, particularly kidney disease (14), can be the result of excessive dehydration (9).

When body temperature exceeds 39°C, acute heat disorders (heat stroke) may occur, and above 40.6°C life-threatening ‘severe hyperpyrexia’ starts to occur (13). Many of these references may look outdated, but the fact is that much of the relevant research was carried out several decades ago, and more recent studies have confirmed the understanding of the basic mechanisms (9).

Assessing workplace heat stress

To protect workers from the effects of heat exposure ‘heat stress indices’ and protective guidelines have been developed (7). The most commonly used in occupational health is the Wet Bulb Globe Temperature (WBGST) index developed by the US Army many decades ago (15). This index takes into account air temperature, radiant temperature, humidity and air movement, and is the basis for time limitations of work in different heat exposure standards. Other indices of heat exposure (e.g. heat stress index, index of thermal stress, predicted four-hour sweat rate) (8) are likely to be correlated to WBGST.

The WBGST is a combination of three local climate measurements (16): the natural wet bulb temperature, $T_{\text{wet}}$; the globe temperature, $T_g$; and the air temperature, $T_a$. WBGST-outdoors = $0.7 \times T_{\text{wet}} + 0.2 \times T_g + 0.1 \times T_a$; WBGST-indoors = $0.7 \times T_{\text{wet}} + 0.3 \times T_g$. Special equipment is required to measure $T_{\text{wet}}$ and $T_g$ (6), and these variables are not routinely measured at weather stations. Descriptions of the equipment and the physical science basis for the three temperature measurements can be found on websites or in textbooks (6).

In order to assess time trends of human heat exposure in the past and likely future trends during climate change, it would be very useful if available weather station data could be used to estimate WBGST. However, the relationships between the different variables are complex.

Different mathematical models to calculate WBGST from weather station data have been developed and a recent one, based on a detailed analysis of the physical principles behind heat and energy transfer (17), appears the most accurate. The computer software can be obtained from the authors on request (17). This elaborate model makes it possible to compare calculated WBGST estimates for different seasons and places.

Occupational heat exposure guidelines based on WBGST (16, 18) state maximum heat exposures in jobs at different work intensity (in Watts). The international standard (18) presents the proportions of work hours during which workers need to take rest periods, depending on work intensity and WBGST, in order to avoid the core body temperature exceeding 38°C for an average worker. A table in the international standard presents WBGST ‘reference values’ (the point at which some preventive action should be taken) (Table 1) shows the WBGST levels that require no hourly rest, or rest to the extent of 25, 50 and 75% (rest/work ratios) during the working hour. The US guidelines (16) also includes a WBGST level at which no work should be carried out without special protective clothing at a higher level of heat exposure. These standards have been summarised in Table 2.

At light work intensity (200 Watts) the need for rest periods each hour starts at a WBGST of 31°C, while at heavy work intensity (500 W) this threshold occurs at a WBGST of approximately 25.5°C (Table 2). The need for preventive actions to avoid excessive heat exposure starts even earlier in accordance with the ‘reference values’ (30 and 23°C, respectively; Table 2).

The US Army and Air Force has issued advice on heat effect prevention (15) that is similar to the levels in Table 1, but this advice naturally assumes that a soldier can cope with somewhat more heat. For example, at WBGST = 32°C a soldier doing moderate work in relatively light clothing
(425 W) is allowed to work 20 minutes of every hour, while the National Institute for Occupational Safety and Health (NIOSH) recommendation is for 15 minutes work per hour. As pointed out in Table 2, all of these recommendations depend on the clothing worn. The heavier the clothing is, the more rest time is required.

The WBGT is not considered ideal as an occupational heat stress index for individual work situations (19, 20) and other alternatives have been proposed; e.g. the Required Sweat Rate index (21), the Predicted Heat Strain index (22) and the Thermal Work Limit (23, 24). For the purposes of this paper we used WBGT primarily as an illustration of one of the potential consequences at population level of global climate change.

Table 2 shows a strikingly narrow WBGT range between the heat exposure level that is acceptable for continuous workplace exposure (e.g. 25.5°C at 500 W) and a 75% rest time requirement (31°C at 500 W). Kjellstrom (4) defined work capacity as the percentage of a working hour that a worker can perform his/her intended work. If no rest time is needed, because of heat, during a working hour, then the work capacity is 100%. If 75% rest time is needed, the work capacity is 25%, etc. Using this approach, Table 2 can be used to estimate loss of work capacity in heat exposed occupations for every hour of the day.

**Impacts of workplace heat exposure on clinical health**

Heat-related deaths at work have occasionally been reported, starting with classical studies in South Africa (25). A recent study of 423 heat-related deaths among agricultural workers in the USA, 1992-2006 (26) shows that the problem is still occurring. There are few systematic studies in low and middle-income countries of deaths or serious clinical heat stroke among heat-exposed workers, except for India where considerable research on the physiology of heat exposure and preventive approaches has been carried out by Nag and colleagues at the National Institute of Occupational Health. For instance, one study using experimental exposure chambers quantifies the ‘tolerance time’ of work at different intensities until core body temperature reaches 39°C (27). At a WBGT of 34°C, the tolerance time in heavy work goes below one hour, and it reduces by 4-5 minutes per 1°C increase of WBGT (27). These WBGT thresholds for ‘safe’ hourly continuous work

### Table 1. Reference values for WBGT (°C) at different work intensity levels (in Watts = W), light clothing

<table>
<thead>
<tr>
<th>Metabolic rate classa (work intensity)</th>
<th>0 (rest)</th>
<th>1 (light work)</th>
<th>2 (medium work)</th>
<th>3 (intense work)</th>
<th>4 (very intense work)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approximate metabolic rate, M (W)</td>
<td>100</td>
<td>200</td>
<td>300</td>
<td>400</td>
<td>500</td>
</tr>
<tr>
<td>WBGT reference valuesb (°C)</td>
<td>33</td>
<td>30</td>
<td>28</td>
<td>25</td>
<td>23</td>
</tr>
</tbody>
</table>

aThe metabolic rate classes are: 0 = resting, M < 117 W; 1 = light work, 117 < M < 234 W; 2 = sustained medium level work, 234 < M < 360 W; 3 = intense work, 360 < M < 468 W; 4 = very intense work, M > 468 W.
bThe ISO standard (18) says: ‘If these values are exceeded, it is necessary either to reduce the direct heat stress at the workplace, or to carry out a detailed analysis of exposure and prevention.’ . . . These values represent the mean effect’, so short peak exposures may be acceptable. However, the values are set to avoid over-heating (>38°C) in ‘almost all individuals’. Thus, some people would be more sensitive and risk over-heating.

Note: Based on recommendations from the United States National Institute of Occupational Safety and Health (NIOSH) (16) and the International Standards Organization (ISO) (18), if the worker uses heavier clothing or protective clothing, these values need to be reduced, see ISO (18).

### Table 2. Recommended maximum WBGT exposure levels (°C) at different work intensities and rest/work ratios for an average acclimatised worker wearing light clothinga

<table>
<thead>
<tr>
<th>Metabolic rate class (work intensity)</th>
<th>1 (light work)</th>
<th>2 (medium work)</th>
<th>3 (heavy work)</th>
<th>4 (very heavy work)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous work, 0% rest/hour</td>
<td>31</td>
<td>28</td>
<td>27</td>
<td>25.5</td>
</tr>
<tr>
<td>25% rest/hour</td>
<td>31.5</td>
<td>29</td>
<td>27.5</td>
<td>26.5</td>
</tr>
<tr>
<td>50% rest/hour</td>
<td>32</td>
<td>30.5</td>
<td>29.5</td>
<td>28</td>
</tr>
<tr>
<td>75% rest/hour</td>
<td>32.5</td>
<td>32</td>
<td>31.5</td>
<td>31</td>
</tr>
<tr>
<td>No work at all (100% rest/hour)b</td>
<td>39</td>
<td>37</td>
<td>36</td>
<td>34</td>
</tr>
</tbody>
</table>

aThese WBGT values are taken from a graphic in the international standard (ISO, 18) and are approximate.
bFrom recommendations by NIOSH (16).
are higher than those in Tables 1 and 2, but this is a natural result of using 39°C as an acceptable core body temperature rather than 38°C as in the tables. The latter temperature provides a greater safety margin for heat stroke among the workers who are sensitive to heat exposure.

The physiological basis for the different levels of clinical health damage was described briefly above and more details are given by Parsons (6) and Bridger (9). Beyond the acute heat stress, more chronic effects on the heart and kidneys may develop after repeated excessive body heating or dehydration (9).

Impacts of workplace heat exposure on worker productivity

The relationship between occupational heat exposure and productivity was pointed out as long ago as 1974 by Axelsson (28) and was further commented upon by Holmer (29), but very little research has been carried out aiming at quantifying this relationship in work situations where workers are ‘self-paced’. The slowing down of work as a defence mechanism during severe heat exposure is labelled ‘autonomous adaptation’ by climate change researchers (30). Productivity has also been analysed for indoor climates in relation to air conditioning needs (6). The first report on this issue in the context of global climate change (4) likened the heat effect on work output to the ‘disability’ caused by defined diseases, and concluded that this effect may contribute to disability in a population to a greater degree than most diseases.

A number of recent studies have analysed different aspects of the effects of heat exposure on productivity. In indoor environments, increased heat exposure reduces performance (31–33) and reducing humidity of office air in the tropics was shown to improve the perception of the work environment (34). In Bangladesh, heat reduced work performance in metal workshops (35). Protective clothing increased heat stress and reduced performance (36).

Heat stress is likely to be common during hot seasons, but culturally accepted methods to reduce impacts on health and work capacity (such as ‘siesta’) are generally effective in avoiding serious health impacts. However, these culturally accepted methods will undoubtedly reduce the hourly productivity of the exposed workers. More research to document these conditions is needed to make accurate estimates of the impacts of climate change.

Modelling the impacts of workplace heat exposure

Lemke and Kjellstrom (to be published) used the model by Liljegren et al. (17) to calculate WBGT based on daily weather data for a selection of cities in countries with hot seasons. The WBGT levels during the hot seasons are very high in outdoor work where sun exposure is a major contributor to high WBGTs. For instance, in Delhi the calculated WBGTs during afternoons in May (the hottest month) reach above 30°C on average (Fig. 1). The resulting work capacity during different hours for a person who works at a heavy work intensity of 500 W is very low: on average only 20% of work capacity remains at 12 noon (Fig. 1). In order to avoid the midday work capacity loss, people use ‘siesta’, night work, or similar approaches to work primarily during less hot parts of each 24-hour period. However, night work is not possible for workers who rely on daylight to see their worksite (e.g. poor farmers in tropical countries). Additional examples are provided in recent technical reports (37, 38) where more detail about the methods used and the results for major cities are given.

Climate change and heat stress trends in tropical countries

The ongoing global climate change has until now been described primarily in terms of the average global
temperature change. To describe changes in workplace, heat stress requires trend analysis of local temperature, humidity, wind speed and solar radiation. We will show temperature trends for selected locations as indicators of the likely trends of actual heat stress, but more detailed analysis is required for projections of future heat stress impacts.

The highest expected temperature increase due to climate change is expected close to the North Pole (1), which creates major problems for the environment, but few people live there. Densely populated areas around the planet that are expected to get the highest temperature increases due to global climate change are mainly inland areas within the large continents with an increase of 1°C to 3°C by 2020 and 3°C to 5°C by 2080 (1). In many of these areas the maximum temperatures during the hottest part of the year are already close to 40°C (examples in Kjellstrom et al. (37) and increasing over time (Table 3). An additional 3°C to 5°C will make heavy work (e.g. in agriculture and construction work) very difficult during the hottest periods in most of these cities and in tropical countries in general. The ongoing changes of temperature are caused partly by the ‘heat island effect’ in many of these cities and may only partly be due to global atmospheric change.

Modelling by the Intergovernmental Panel on Climate Change (1) forecasts substantial increases of future annual average temperatures (and in many places also increases of humidity) in areas populated by billions of people, and it is likely that for many workers increasing WBGT index levels will affect their work capacity and create health risks. The eventual occupational impacts of such increasing heat exposure are dependent on shading from trees or roofs, clothing, radiated heat and wind speed in workplaces, but it is most likely that global climate change is a threat to safe, comfortable and productive thermal working environments for a significant part of the global population. To limit these impacts, urban planning and workplace design should consider the impacts of climate change.

Conclusions

The impact on human function and health in work situations is a ‘neglected’ effect of global climate change. The potential health risks and worker productivity reductions due to climate change are substantial. The lack of attention until recently may well be due to the fact that this is mostly a problem in low and middle-income tropical countries where climate change impacts during this century will be prominent and air conditioning is not widely available, while in high-income countries air conditioning is already very common in workplaces.

The increasing heat exposure due to local climate changes is likely to create occupational health risks and to have a significant impact on the productivity of many workers, unless effective preventive measures (‘adaptation’) reducing the occupational heat stress are implemented. This may be practically and economically possible for indoor environments, but it is much more difficult for outdoor environments. Eventually, this will hamper economic and social development in affected countries unless appropriate preventive measures are taken in the planning processes for workplaces and urban development.
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Effects of heat on workers’ health and productivity in Taiwan
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Background: The impact of global warming on population health is a growing concern and has been widely discussed. The issue of heat stress disorders and consequent productivity reduction among workers has not yet been widely addressed. Taiwan is an island straddling the Tropic of Cancer in the West Pacific and has both subtropical and tropical climates. As of 2008, the economy of Taiwan accounts for 1.1% of the world gross domestic product at purchasing power parity and is listed as 19th in the world and eighth in Asia, according to International Monetary Fund data.

Objective: The aim of this paper is to identify occupations at risk and the potential health impacts of heat on workers in Taiwan.

Design: Historical data relating to meteorology, population, the labour force and economy were obtained from publicly available databases from the Taiwanese government.

Results: Hot seasons with an average maximum temperature above 30°C and relative humidity above 74%, lasting for four to six months from May to October, pose health threats to construction, farming and fishery workers. In particular, populations of ageing farmers and physically overloaded construction workers are the two most vulnerable worker categories in which high temperature impacts on health and productivity.

Conclusions: Currently, regulations and preventive actions for heat relief are difficult to enforce for several reasons, including lack of equipment for measuring environmental conditions, lack of awareness of potential hazards and strict time constraints imposed on workers. There is an urgent need to systematically and comprehensively assess the impact of a warming climate on workers’ health and productivity to provide effective prevention strategies for a better working and living environment in Taiwan.

Keywords: occupational health; global warming; hot temperature; heat stress disorders; productivity

In 2007, three consecutive days of high temperatures, from 33 to 34°C, at the end of May resulted in the deaths of three 80-year-old farm workers in a rural area in southern Taiwan while they were working outdoors (1). In July 2009, a 40-year-old live-line worker died of heatstroke. He had begun work at noon, conducting electrical equipment maintenance, wearing protective clothing and a helmet at a temperature of 33–34°C (2). Such incidents highlight how excessive heat exposure can cause death during hot summer seasons in Taiwan. During 2006–2007, a total of 22 deaths were officially attributed to excessive heat (E900 as classified by ICD-9) by the Department of Health in Taiwan (3). However, the exact issue of how the climate affects population health and productivity is still unclear because there has been no nationwide study or surveillance of this issue.

Taiwan’s geography and climate

Taiwan, with a population of 23 million, is an island located between 21.5°–25.2°N and 120°–122°E. This island straddles the Tropic of Cancer in the western Pacific, with both subtropical and tropical climates. The climate of Taiwan is characterised by relatively high year-round temperatures and humidity, usually accompanied by heavy rain and tropical cyclones during the summer. Taipei (25.5°N) and Kaohsiung (22.4°N) are the two largest municipalities in Taiwan and are located to the north and south of the Tropic of Cancer, respectively. These two areas have the largest populations and the most ongoing construction projects in Taiwan, such as new high-rise apartments, commercial centres and underground transportation systems. Their respective population sizes are 6.5 million in Taipei and 2.8 million in
The major economic activities of these two areas are commercial and light manufacturing industries, for instance the information technology industry (Standard Industrial Classification (SIC) codes 357, 365–367, 369, 481–484 and 489) in Taipei and heavy manufacturing industries, such as the petrochemical industry (SIC code 29), in Kaohsiung. Taichung (24.9°N), with a population of 2.6 million, is the third largest metropolitan area in Taiwan. Taichung is located in central Taiwan and has a combination of commercial, industrial and agricultural economic activities (4). Chiayi (23.3°N) and Tainan (23.1°N), which are the two largest farming areas in Taiwan, are located to the south of the Tropic of Cancer and have a population of about 2.7 million in total. Their main economic activities include the production of rice, fruits and vegetables from cultivated fields and fishery products from inland fish farms, accounting for 18–25% of agriculture production and 24% of fishery production, as measured in metric tonnes, in Taiwan (4, 5).

Over the past 30 years, meteorological data from the three largest metropolitan areas in Taiwan (i.e. Taipei, Taichung and Kaohsiung) have shown hot seasons with an average maximum temperature above 30°C, lasting four to five months, with a mean relative humidity ranging from 74 to 82% (Fig. 1A–C) (6). Meteorological data from the two largest farming areas (i.e. Chiayi and Tainan) also show similar high temperatures in hot seasons, with an average maximum temperature above 30°C, lasting five to six months, and even higher humidity, ranging from 77 to 85% (Fig. 1D and E) (6).

Typically, the temperature of Taiwan varies during the four seasons and peaks in July. On average, monthly mean temperatures range from 15.8 to 29.2°C in metropolitan areas and from 16.1 to 29.0°C in farming areas (6). However, a recent nationwide report indicated that the average temperatures measured at five Taiwan weather stations in July have shown an increase in temperature by 1.6°C over the past century (7).

**Occupations and industries at risk of heat stress in Taiwan**

Labourers who work in hot indoor or outdoor environments in Taiwan include construction workers (roads and roofs), farming and fishing workers, cooks (in bakeries and kitchens), metal and glass manufacturers (for instance, in steel and bicycle factories), and transportation workers and material movers (for example, postal deliverers and traffic policemen). Of these, construction (SIC Division C) workers accounted for the largest portion of the labour force that works outdoors, with around 842,000 workers (8.1% of the labour force), whereas agriculture, forestry and fishing (SIC Division A) workers accounted for 535,000 workers (5.1%) in 2008 (Table 1) (8). A total of 11,000 agriculture, forestry, fishing and construction workers are foreign labourers from Thailand, Indonesia, the Philippines and Vietnam (9). Foreign workers are recruited to Taiwan mainly because of cheaper labour costs, but also on account of the notion that they have greater heat stress endurance than local workers. Anecdotal stories of sudden deaths, possibly due to excess heat during work, have been occasionally reported in the past. Workers in construction, farming and fishery industries may also suffer from high occupational temperature impacts on health and productivity due to climate change, as suggested by Kjellstrom (10). These workers are a potentially high-risk population in Taiwan because they have to work under hot and humid summer conditions, which last for more than five months. More than a million workers are employed in these industries, and they contributed around 3.4% of the real GDP of Taiwan in 2008 (11). The effect of heat on these workers’ health and work output is an important public health issue in Taiwan.

Surveys of employees’ perceptions of safety and health in the work environment have been routinely conducted via questionnaires every three years since 1988, primarily by the Taiwan Institute of Occupational Safety and Health. The most recent survey of 19,000 workers indicated that 42% of employees perceived a risk of excessive heat at the workplace (12). The proportion of employees who perceived risk was particularly high in the construction industry (76.3%) and in the agriculture, forestry and fishing industries (71.3%) (12). Compared to data from 2001, these rates were higher in both sets of industries in 2007 (Fig. 2), whereas the rate for the total workforce decreased slightly (12–14). A decrease in perceived risk of excessive heat amongst the total workforce may be due to the increased use of air conditioning in indoor workplaces. Note that the proportion of employees who perceived a risk of excessive heat at the workplace is higher in males (50.97%) and in those with lower educational levels (63.51–78.15% for junior high level or below) (12).

However, information regarding actual exposure to hot work environments for these workers remains unclear, especially for outdoor construction sites and farming operations during hot summer months, raising concern about the effect of heat stress on workers’ health and productivity. Two studies have attempted to investigate heat exposure levels and workers’ symptoms of fatigue in hot workplaces in Taiwan (15, 16). One investigation on workers’ heat exposure at hot workplaces during summer months (i.e. from July to September) showed that averages of the wet bulb globe temperature (WBGT) index at 54 workplaces ranged from 21.4 to 40.1°C, and 51.4% of the measured WBGT values exceeded the recommended WBGT level for the 212 workers in these workplaces (15). The unusually high WBGT levels measured in this survey were caused by a combination of heat generated indoors and natural heat outdoors (15). Another study showed that subjective symptoms of shoulder pain, lower back pain and thirst in 151 workers

---

**Heat, work, health and productivity in Taiwan**
in steel, glass and porcelain manufacturing plants were related to high WBGT indexes (range: 19.6°C-34.6°C) at their worksites (16).

**Regulations and prevention of excessive heat exposure in workplaces and households**

The Labour Safety and Health Act in Taiwan prevents workers from being exposed to unusually high temperatures for more than six hours per day (17). According to the WBGT-based Work-Rest Regime Standards for Workers in Hot Workplaces in Taiwan, permissible heat exposure in hot environments is based on the type of work being performed; for example, the WBGT of an area of continuous work should not exceed 30.6°C for light workloads, 28.0°C for moderate workloads, or 25.9°C for heavy workloads (18). Employers
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*Fig. 1.* Meteorological data showing monthly averages for daily mean, minimum, and maximum temperature and monthly averages for relative humidity in three metropolitan areas (A-C) and two farming areas (D and E) over the past 30 years (Source 6).
are required to ensure that employees who work in certain environments be provided with personal equipment that protects them from heat exposure, as well as drinking water and salt (18). These places include boiler and furnace rooms, places in which steel and non-ferrous metals are smelted or cast, ceramic, glass and carbide furnace plants and steam tunnels (18). According to the Workplace Environmental Monitoring Regulation, workplaces should be inspected at least once every three months when the WBGT of the workplace exceeds the limit of the criteria (19).

However, such regulation is difficult to enforce in farming, fishing and construction industries, where the WBGT of outdoor workplaces is not directly measured and can only be indirectly inferred from local meteorological monitoring data. About 83% of farming and fishery workers are self-employed or household labourers (8) and are not equipped to measure the WBGT themselves. Around 84% of construction workers are employees (8), and they have to work during hot days to fulfil the required tasks for a set period of time.

On average, construction workers worked 40.41 hours per week in 2008 (8). In Taiwan, workers take one hour off for lunch, usually from 12:00 to 13:00, at shady places to avoid direct sun exposure. In addition to following the criteria of work and rest, these workers are usually shirtless and wear helmets, quenching their thirst with either alcohol, energy drinks or herbal teas.

Construction workers usually live in dormitories near construction sites. The dormitories are usually tin-plate huts and are sometimes not furnished with air conditioners. Workers often feel uncomfortable living in such conditions, especially during the hot and humid summer (20). The common way to reduce heat stress at these dormitories is to open windows to increase natural ventilation or to use fans when air conditioners are not available.

The working period for farmers depends on the season of harvest. The first crop of rice, for example, is harvested during the hot season from May to August, followed by the second crop, harvested from September to January (21). The average working hours in agriculture, forestry and fishing industries were 40.24 hours per week in 2008 (8). Farmers may work shirtless and wear wide-brimmed hats to avoid overheating at work. However, some farmers wear protective clothes and masks to reduce pesticide exposure (22), which may increase the risk of heat-related illness. Most farmers live in their own houses and use fans

### Table 1. Description of all working populations and workers in industries at risk of excessive heat in Taiwan, in 2008 (Sources 8, 11)

<table>
<thead>
<tr>
<th>Industries, by sex</th>
<th>Employed persons (in thousands)</th>
<th>Work hours per week</th>
<th>Educational level equal to junior high school or below (%)</th>
<th>Real GDP, new Taiwan dollars (in millions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Both sexes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All industries</td>
<td>10,403</td>
<td>43.83</td>
<td>25</td>
<td>13,089,718</td>
</tr>
<tr>
<td>Construction</td>
<td>842</td>
<td>40.41</td>
<td>48</td>
<td>173,060</td>
</tr>
<tr>
<td>Agriculture, forestry and fishing</td>
<td>535</td>
<td>40.24</td>
<td>74</td>
<td>271,594</td>
</tr>
<tr>
<td>Males</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All industries</td>
<td>5,902</td>
<td>44.19</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>Construction</td>
<td>746</td>
<td>40.37</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>Agriculture, forestry and fishing</td>
<td>374</td>
<td>40.40</td>
<td>71</td>
<td></td>
</tr>
<tr>
<td>Females</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All industries</td>
<td>4,501</td>
<td>43.35</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>Construction</td>
<td>96</td>
<td>40.74</td>
<td>33</td>
<td></td>
</tr>
<tr>
<td>Agriculture, forestry and fishing</td>
<td>162</td>
<td>39.88</td>
<td>80</td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 2.** Percentage of employees who perceived a risk of excessive heat at the workplace: all industries; construction industries and agriculture, forestry and fishing industries in 2001, 2004 and 2007 (Sources 12–14).
or air conditioners to reduce heat exposure. Commuting from their houses to the farms may also increase heat exposure, because farmers travel to their workplace on foot or by bicycle or motorcycle.

Conclusions
Epidemiological studies and reports in Taiwan have highlighted the impact of warmer climate on several infectious diseases, such as dengue fever and enteroviral infection (23–25). However, the impact of a warmer climate on workers’ health and productivity has not been analysed. Farmers’ heat-related deaths exemplify the vulnerability of older farmers and fishermen working in hot climates. The fact that agricultural workers tend to be older raises the question of whether they have appropriate protection in overheated environments (Fig. 3) (8). Moreover, tight protective clothing protecting against pesticide exposure may increase the risk of heat stress among farm workers. Heavy physical workloads can also pose a threat of heat fatigue among construction workers, which is likely to increase the risk of accidents and injuries at construction sites.

This report has outlined the risks that heat poses for workers’ health. Construction and farming workers, especially elderly workers, are the most vulnerable occupational groups that may be exposed to heat at worksites for long durations. Their health and work capacity are among the major concerns for the nation’s economic development.

As a result of global warming, we should assess the impact of local climate change on workers’ health and productivity in Taiwan, both qualitatively and quantitatively. New studies can provide labour and health policymakers, as well as safety and health practitioners, with essential information about the effects of heat on health and productivity. Such studies can address prevention strategies that would provide these workers with a better working and living environment.
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Work-related heat stress concerns in automotive industries: a case study from Chennai, India
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**Background:** Work-related heat stress assessments, the quantification of thermal loads and their physiological consequences have mostly been performed in non-tropical developed country settings. In many developing countries (many of which are also tropical), limited attempts have been made to create detailed job-exposure profiles for various sectors. We present here a case study from Chennai in southern India that illustrates the prevalence of work-related heat stress in multiple processes of automotive industries and the efficacy of relatively simple controls in reducing prevalence of the risk through longitudinal assessments.

**Methods:** We conducted workplace heat stress assessments in automotive and automotive parts manufacturing units according to the protocols recommended by NIOSH, USA. Sites for measurements included indoor locations with process-generated heat exposure, indoor locations without direct process-generated heat exposure and outdoor locations. Nearly 400 measurements of heat stress were made over a four-year period at more than 100 locations within eight units involved with automotive or automotive parts manufacturing in greater Chennai metropolitan area. In addition, cross-sectional measurements were made in select processes of glass manufacturing and textiles to estimate relative prevalence of heat stress.

**Results:** Results indicate that many processes even in organised large-scale industries have yet to control heat stress-related hazards adequately. Upwards of 28% of workers employed in multiple processes were at risk of heat stress-related health impairment in the sectors assessed. Implications of longitudinal baseline data for assessing efficacy of interventions as well as modelling potential future impacts from climate change (through contributions from worker health and productivity impairments consequent to increases in ambient temperature) are described.

**Conclusions:** The study re-emphasises the need for recognising heat stress as an important occupational health risk in both formal and informal sectors in India. Making available good baseline data is critical for estimating future impacts.

**Keywords:** work-related heat stress; WBGT; climate change; automotive industry
temperatures (in the absence of mechanical cooling), it can be expected that both indoor and outdoor workers may experience heat stress. Even relatively modest increases in ambient temperatures could be expected to tip large worker populations exposed to ‘near limit values’ of heat stress over the threshold into the realm of experiencing heat stress-related health risks.

The Indian automotive industry is a major economic sector and has undergone rapid expansion since 1991 with Governmental deregulation of the sector. For instance, production of vehicles has increased nearly five-fold from about 2 million in 1991 to 9.7 million in 2006. Chennai, formerly Madras, is the fourth largest metropolis in India and is the capital of the southern coastal state of Tamil Nadu. Chennai accounts for 60% of the country’s automotive exports and is sometimes referred to as ‘the Detroit of India’. The sector employs nearly 250,000 workers. Although most manufacturing plants in this sector are large units that are well regulated for most occupational health and safety hazards, heat stress exposure remains quite prevalent in many processes. Chennai temperatures also range from around 21°C (between December and February) to around 37°C (between March and September). Some months record temperatures as high as 42°C. Although most processes in the automotive sector are performed indoors, lack of controls within the work environment and outdoor jobs make workers prone to heat stress from both ambient temperatures as well as process-generated heat.

We present here a case study from Chennai in southern India that illustrates the prevalence of work-related heat stress within multiple processes of automotive industries and the efficacy of relatively simple controls in reducing...
prevalence of risks through longitudinal assessments. We also made limited assessments in two other sectors to estimate the likely percentages of workers at risk from heat stress in various processes. Since newly established plants have routine monitoring facilities, the choice of newly established automotive plants to conduct this pilot in a rapidly expanding sector allowed us to identify opportunities to create longitudinal baseline data for assessing efficacy of interventions as well as modelling future impacts from climate change.

**Materials and methods**

We conducted workplace heat stress assessments in automotive and automotive parts manufacturing units according to the protocols recommended by NIOSH, USA. Locations for measurements were selected based on the initial survey results; these included indoor locations with process-generated heat exposure, indoor locations without direct process-generated heat exposure and outdoor locations. Nearly 400 measurements of heat stress were made over a four-year period at more than 100 locations within eight units involved with automotive or automotive parts manufacturing in the greater Chennai metropolitan area. Since most workplace locations were not air-conditioned and therefore likely to be influenced by outside temperature and time of day/season, measurements were always made during the hottest part (11:00–14:30) of the day in the months of May or June, with repeated annual assessments. Measurements were used to recommend interventions at selected locations in the automotive units and multiple longitudinal measurements were made at locations where controls were implemented in order to assess their efficacy.

In addition, cross-sectional assessments were made in multiple processes in glass manufacturing and textile industries. We then collected information on workforce strengths in all three sectors to estimate likely percentages in each sector that were likely to be at risk from work-related heat stress.

The measurements were carried out using an area heat stress monitor (Model Questemp® 34, manufactured by Quest Technologies, USA) that calculates the wet bulb globe temperature (WBGT) to assess heat stress. The instruments used for the measurements comply with the standards set out by American Conference of Governmental Industrial Hygienists (ACGIH). The necessary information on workload, clothing worn, worker’s time-activity pattern and acclimatisation was collected on-site, to make appropriate adjustments to the measured WBGT value. The threshold limit value (TLV) was computed by taking spot readings throughout the work-shift and on the basis of worker description of workload, using a ‘clo’ factor of 0.6 for summer work uniforms. This ‘clo’ factor contributes to a WBGT correction factor of 0°C. For light workloads and full acclimatisation of the workers, a

<table>
<thead>
<tr>
<th>Location</th>
<th>Work-load</th>
<th>Mean WBGT (°C) 2005</th>
<th>Mean WBGT (°C) 2006</th>
<th>Mean WBGT (°C) 2007</th>
<th>Mean WBGT (°C) 2008</th>
<th>TLV (°C)</th>
<th>Recommendation implemented</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stamping (n = 24)</td>
<td>Moderate</td>
<td>29.6</td>
<td>29.2</td>
<td>29.5</td>
<td>29.1</td>
<td>27.5</td>
<td>Improvement of cross-ventilation by installing more windows on the wall</td>
</tr>
<tr>
<td>Body shop (n = 48)</td>
<td>Moderate</td>
<td>29.9</td>
<td>30.7</td>
<td>28.9</td>
<td>27.5</td>
<td>27.5</td>
<td>Provision of lime juice and milk during the hot season</td>
</tr>
<tr>
<td>Paint shop (loading/unloading)</td>
<td>Light to moderate</td>
<td>32.2</td>
<td>31.2</td>
<td>30.0</td>
<td>29.5</td>
<td>29.5</td>
<td>Increasing the number of breaks during summer</td>
</tr>
<tr>
<td>Paint shop (oven operations)</td>
<td>Light</td>
<td>34.2</td>
<td>33.8</td>
<td>33.0</td>
<td>29.5</td>
<td>29.5</td>
<td>Thermoinsulation of the oven</td>
</tr>
<tr>
<td>Engine/chassis/wheel alignment</td>
<td>Light</td>
<td>33.4</td>
<td>33.3</td>
<td>33.2</td>
<td>29.5</td>
<td>29.5</td>
<td>Installation and maintenance of air cooling ducts</td>
</tr>
<tr>
<td>Batch and fold yard shed (n = 38)</td>
<td>Light</td>
<td>31.7</td>
<td>31.3</td>
<td>31.2</td>
<td>29.5</td>
<td>29.5</td>
<td>Installation and maintenance of air cooler</td>
</tr>
</tbody>
</table>

Note: WBGT measurements were made during the hottest part of the day.
Table 2. Exposure profiles for heat stress in select processes of automotive, glass and textile manufacturing sectors in southern India

<table>
<thead>
<tr>
<th>Industrial sector</th>
<th>Location</th>
<th>Name of the process</th>
<th>Physical workload</th>
<th>Number of workers</th>
<th>Average WBGT (in °C)</th>
<th>TLV for WBGT (in °C)</th>
<th>Exceeding TLV</th>
<th>Estimated % of population at risk</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Automobile/automotive parts manufacturing</strong></td>
<td>Indoor with process heat</td>
<td>Paint shop</td>
<td>Moderate</td>
<td>178</td>
<td>30.4</td>
<td>27.5</td>
<td>Yes</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Indoor without process heat</td>
<td>Stamping</td>
<td>Moderate</td>
<td>90</td>
<td>29.1</td>
<td>27.5</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Body shop</td>
<td>Moderate</td>
<td>340</td>
<td>28.9</td>
<td>27.5</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>TCF</td>
<td>Moderate</td>
<td>312</td>
<td>31.3</td>
<td>27.5</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Engine plant</td>
<td>Moderate</td>
<td>172</td>
<td>30.6</td>
<td>27.5</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Launch</td>
<td>Moderate</td>
<td>15</td>
<td>30.2</td>
<td>27.5</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MP &amp; L</td>
<td>Light</td>
<td>45</td>
<td>29.4</td>
<td>29.5</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Moderate</td>
<td>100</td>
<td>29.3</td>
<td>27.5</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Moderate</td>
<td>26</td>
<td>28.3</td>
<td>27.5</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Admin</td>
<td>Light</td>
<td>1,000</td>
<td>25.6</td>
<td>29.5</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Maintenance</td>
<td>Moderate</td>
<td>150</td>
<td>29.7</td>
<td>27.5</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td><strong>Outdoor</strong></td>
<td>Maintenance</td>
<td>Moderate</td>
<td>50</td>
<td>30.9</td>
<td>27.5</td>
<td>Yes</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Gardening</td>
<td>Moderate</td>
<td>25</td>
<td>30.9</td>
<td>27.5</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Heavy</td>
<td>50</td>
<td>30.9</td>
<td>26</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td><strong>Glass manufacturing</strong></td>
<td>Indoor with process heat</td>
<td>Furnace area</td>
<td>Light</td>
<td>25</td>
<td>31.9</td>
<td>29.5</td>
<td>Yes</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Port 3</td>
<td>Light</td>
<td>14</td>
<td>37.8</td>
<td>29.5</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bay 1</td>
<td>Light</td>
<td>12</td>
<td>38</td>
<td>29.5</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bay 2</td>
<td>Light</td>
<td>25</td>
<td>40.9</td>
<td>29.5</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bay 17</td>
<td>Light</td>
<td>48</td>
<td>34.9</td>
<td>29.5</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Annealing area 1</td>
<td>Light</td>
<td>7</td>
<td>35.6</td>
<td>29.5</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Annealing area 2</td>
<td>Light</td>
<td>6</td>
<td>38</td>
<td>29.5</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cold end</td>
<td>Light</td>
<td>9</td>
<td>32.4</td>
<td>29.5</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mirror plant – hot</td>
<td>Light</td>
<td>7</td>
<td>29.8</td>
<td>29.5</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Indoor without process heat</td>
<td>Mirror plant – wet</td>
<td>Light</td>
<td>12</td>
<td>28.5</td>
<td>29.5</td>
<td>No</td>
<td>31.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bay loading area</td>
<td>Moderate</td>
<td>76</td>
<td>29.3</td>
<td>27.5</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Admin</td>
<td>Light</td>
<td>200</td>
<td>29.5</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Outdoor</td>
<td>Maintenance</td>
<td>Moderate</td>
<td>20</td>
<td>29.8</td>
<td>27.5</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Gardening</td>
<td>Moderate</td>
<td>10</td>
<td>31</td>
<td>27.5</td>
<td>Yes</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Heavy</td>
<td>10</td>
<td>31.1</td>
<td>26</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td><strong>Textile manufacturing</strong></td>
<td>Indoor without process heat</td>
<td>Blowing</td>
<td>Moderate</td>
<td>19</td>
<td>26.8</td>
<td>27.5</td>
<td>No</td>
<td>28.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Carding/drawing/roving</td>
<td>Moderate</td>
<td>15</td>
<td>28.8</td>
<td>27.5</td>
<td>Yes</td>
<td></td>
</tr>
</tbody>
</table>
TLV of 29.5°C was used and in case workstations did not require workers to stay permanently, a TLV of 29.5°C was used assuming light work (e.g. inspection work) and full acclimatisation. The adjusted values were compared to the prescribed TLVs recommended by the ACGIH. Descriptive statistical analysis was done using the software ‘R’.

Results

Heat stress exposure in various processes of automotive and automotive parts manufacturing

Fig. 1 shows the distribution of measured heat stress indices across locations. Many indoor locations were found to be close to or exceeded the recommended TLVs. Further, indoor WBGT indices were observed to be largely driven by outdoor temperatures as they were uniformly high even in locations with no process-generated heat components. Workloads prevalent at each of the locations shown in Fig. 1 (that were used to compute the corresponding WBGT index) are illustrated in Fig. 2.

Qualitative assessment of work practices and implementation of controls

In order to make specific recommendations to the units for heat stress exposure reduction, we undertook an observational qualitative assessment for existing work practices and existing controls. A number of recommendations ranging from provision of hydration breaks to improved natural ventilation and installation of air cooling devices were made. Based on longitudinal measurements at the same facilities, some of the key post-intervention improvements are shown in Table 1.

Estimating potential for work-related heat stress across select sectors

As an attempt to understand the potential scale of impacts related to work-related heat stress, in order to understand possible ramifications for climate change-related exacerbation, an estimate of the proportion of workers at risk are provided for selected sectors. This is based on measurements that were made and information collected as part of the routine occupational hygiene monitoring services provided by the investigators’ University department. While the case study summarised above had the single largest set of longitudinal measurements, the other sectors had a smaller number of cross-sectional measurements. The exposure implications for select processes in three such sectors, namely automotive parts manufacturing, glass manufacturing and textiles are detailed in Table 2.
Discussion
Results from over 400 measurements across multiple locations and industries clearly indicate that many processes even in organised large-scale industries have yet to control heat stress-related hazards adequately. Although a systematic review is not available, studies conducted in many other sectors in India reveal a high prevalence of heat-related exposures in both the formal and informal sectors, including farming, glass manufacturing, stone quarrying and crushing, mining, etc. (4–6).

While indoor work without process-generated heat exposures should be relatively less hazardous, because of the tropical climatic conditions in India, and particularly in the south, and the lack of controlled built environments, ambient temperatures influence work-related heat exposures even in indoor settings. This is further compounded by manual handling and other ergonomic hazards, also widely prevalent and poorly controlled in many industrial processes. Outdoor work is very common in India. Many jobs in the service sector (transport and local trade), construction, municipal administration and small businesses, in addition to specific processes in manufacturing and mining, are performed outdoors and here the impacts of high ambient temperatures can be particularly detrimental.

Exposure information available from selected studies in India is summarised in Table 3 along with estimates of worker populations employed in these sectors. While reliable measurements are not available in many sectors to estimate worker populations at risk, the sectors profiled in this paper serve to illustrate the likely widespread prevalence of such risks. Although the measured values reported in many studies, including this one, have not been able to capture the full range of exposures that may be experienced across seasons and at different times during the day, the observed prevalences of work-related heat stress reported in Table 2 are likely to be at the low end of exposure spectrum as they were limited to large scale and relatively newly established units.

As illustrated by the efficacy of relatively simple controls in the units included for assessment, there exist several options to install and/or improve existing controls. It is particularly important to recognise that while administrative controls appear more attractive (as they do not require initial large capital investments), the loss in productivity could be substantial if one were to genuinely implement controls to ensure health and comfort of workers. The cost–benefit thus should duly address health and quality of work impacts while comparing across control strategies. In developing countries there is also a socio-cultural dimension of ‘risk perception’ that argues against provision of air-conditioned work spaces in the shop floor. The added value of having comfortable work spaces insulated from external climate vagaries for health and productivity thus remain largely uncharacterised.

Given the large propensity of workplaces that expose workers to near or more than permissible levels of heat stress, it could be expected that even modest increases in temperature resulting from climate change could significantly alter the distribution of exposures and related health impacts. Work ability at even the lowest intensities of work may be severely limited if WBGT indices are increased beyond the already high values recorded in workplaces. The effects are also likely to make poorer workers even more vulnerable on account of their poorer health status, limitations in accessing controlled (air-conditioned) workplaces/homes and greater likelihood of engaging in heavy work. Although work-related heat stress information is frequently collected in many workplaces, many variables can influence measured values and accompanying heat stress such as time of day, month, location of measurement, workloads and availability and efficacy of controls. While it could be expected that increase in work-related heat stress may hamper productivity (for example, due to increased frequency of rest breaks, diminished work output and lost work days), the quantitative exposure relationship between heat stress and productivity remains to be characterised across work settings. In order to maintain adequate surveillance on workplaces, modelling approaches are needed that could use routinely collected weather station data in relation to

Table 3. Heat stress and worker profiles for selected industry sectors in India

<table>
<thead>
<tr>
<th>Sector</th>
<th>Range of heat stress values (WBGT) measured (°C)</th>
<th>Estimated worker population in 1,000s (as per Indian National Sample Survey, 2000)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agriculture</td>
<td>34.4–42.2</td>
<td>237,786</td>
<td>Nag et al. (5)</td>
</tr>
<tr>
<td>Glass manufacturing</td>
<td>30–40</td>
<td>Not available</td>
<td>Srivastava et al. (6)</td>
</tr>
<tr>
<td>Ceramics</td>
<td>43–54</td>
<td>Not available</td>
<td>Parikh et al. (7)</td>
</tr>
<tr>
<td>Mining</td>
<td>25–31</td>
<td>2,263</td>
<td>Mukerjee et al. (8)</td>
</tr>
<tr>
<td>Tanning</td>
<td>28–41</td>
<td>1,081</td>
<td>Conroy et al. (9)</td>
</tr>
<tr>
<td>Textiles</td>
<td>27–39</td>
<td>10,480</td>
<td>Sankar et al. (10)</td>
</tr>
</tbody>
</table>
measured WBGT indices at workplaces over a local region to estimate population level impacts on productivity and health. The development of such Population Heat Exposure Profiles (PHEPs) are being explored (Kjellstrom and Lemke, unpublished) and will likely allow monitoring of trends in ambient temperature and related implications for work-related heat stress across space and time as well as across multiple work place configurations in developing country settings, where routine workplace data is not always available and accessible.

Conclusions
The present case study serves to re-emphasise the need for recognition of heat stress as an important occupational health risk in both formal and informal sectors in India. Control of heat stress may have multiple co-benefits in terms of better health, improved productivity, lower rates of accidents, lower rates of morbidity and improved sense of comfort and social well-being. With the threat of climate change-related impacts looming large on developing countries including India, there is an imminent need to include this set of heat-related impacts while modelling health effects related to climate change. Making available good baseline data is critical for estimating future impacts and the case study presented here represents one such pilot effort in southern India.
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Heat stress assessment among workers in a Nicaraguan sugarcane farm

Orlando Delgado Cortez*

Occupational Health and Safety, Holcim, Nicaragua, S.A.

Background: Heat illness is a major cause of preventable morbidity worldwide. Workers exposed to intense heat can become unable to activate compensation mechanisms, putting their health at risk. Heat stress also has a direct impact on production by causing poor task performance and it increases the possibility of work-related morbidity and injuries. During the sugarcane harvest period, workers are exposed to excessive sunlight and heat from approximately 6 am to 3 pm. A first assessment of heat stress during the 2006/2007 harvesting season served to redesign the existing rehydration measures. In this project, sugarcane workers were provided with more rehydration solutions and water during their work schedule.

Objective: To assess heat stress preventive measures in order to improve existing rehydration strategies as a means of increasing productivity.

Methods: A small group of 22 workers were followed up for 15 days during working hours, from 6 am to 3 pm. Selection criteria were defined: to have worked more than 50% of the day’s working schedule and to have worked for at least 10 days of the follow-up period. A simple data recollection sheet was used. Information regarding the amount of liquid intake was registered. Production output data was also registered. Temperature measurements were recorded by using a portable temperature monitoring device (‘EasyLog’, model EL-USB-2).

Results: The average temperature measurements were above the Nicaraguan Ministry of Labour thresholds. Seven workers drank 7–8 L of liquid, improving their production. Output production increased significantly \((p<0.005)\) among those best hydrated, from 5.5 to 8 tons of cut sugarcane per worker per day.

Conclusions: Productivity improved with the new rehydration measures. Awareness among workers concerning heat stress prevention was increased.

Keywords: heat stress; climate measurements; hydration; sugarcane harvest; production output
solution and an equal number of workers given regular tap water. Some slight signs of dehydration were found in 80% and 73% of the two groups, respectively, while more severe dehydration was found in 33% of the tap water group and only among 20% of the rehydration solution group.

Ten years later, Dr. Solis Zepeda (8) conducted a controlled clinical trial on the same working population in western Nicaragua. His main objective was to evaluate the impact of preventive measures used to avoid damage to renal function caused by heat syncope (8). The analysed measures were rehydration solution (treated group) or regular water (control group) intake, provided by the company they work for. He evaluated 218 workers who drank rehydration solutions and 187 workers who drank regular water. Blood and urine samples were taken.

Serum electrolytes before beginning and after ending the day’s work were monitored. The control group showed significant differences ($p = 0.002$) in serum electrolyte levels (5 mEq/L sodium difference; $-0.5$ mEq/L potassium difference) compared to the treated group (1 mEq/L sodium difference; $-0.6$ mEq/L potassium difference).

When it came to analysing diurnal differences in serum creatinine, the differences were greater in the control group (creatinine levels of 0.50 mg/dL initially and 0.55 mg/dL at the end of the working day) than among cases (creatinine levels of 0.85 mg/dL initially and 0.94 mg/dL at the end of the working day) ($p < 0.001$). Glomerular filtration rate was significantly impaired in the control group ($-16$ cc/min difference) compared with the treated group ($-3.2$ cc/min difference, $p < 0.001$).

The initial proposal for this project was to improve rehydration measures by increasing the amount of rehydration solutions and their distribution only in two farms (El Zapote and Montelimar) as a pilot intervention plan. Results were to be evaluated afterwards and if they were successful, then in the next harvesting season (2007/2008) these policies were to be implemented in all the other farms.

Sampling methods were used in order to properly evaluate the heat load to which sugarcane workers are exposed. Heat stress indexes such as WBGT were measured. A globe thermometer with a 15 cm diameter hollow copper sphere painted in black on the outside was used.

All measured values were above threshold limit values (TLV) considered normal by the Nicaraguan Ministry of Labour (9). It is important to mention that the Nicaraguan Ministry of Labour does not have its own TLVs and therefore it uses as national references those from the American Conference of Industrial Hygienists (ACGIH) and the National Institute for Occupational Safety and Health (NIOSH) (5).

The overall objective was to assess heat stress prevention measures in order to improve existing rehydration strategies as a means of increasing productivity.

### Methods

Twenty-two workers were followed up from 15th April to 30th April 2008 during working hours, from approximately 6 am to 3 pm, for a total of 160 working hours. This included only workers who had worked more than 50% of each day’s working period and had worked for at least 10 days of the follow-up period.

A simple data collection sheet was used. Information regarding the amount of liquid intake expressed (in litres, L) and daily productivity output (in tons) were recorded. The latter was facilitated through foremen’s productivity data sheets.

The rehydration strategies were re-structured by decision makers participating in the project and the author of this paper. For an eight working hour schedule, all workers were instructed to drink 1 L of the rehydration solutions or tap water at least 30 minutes before they began to work. They were also encouraged to drink water and rehydration solutions (250 mL) every 30–45 minutes.

In order to facilitate the monitoring of basic heat stress indexes during the 2007/2008 harvesting season, temperature, humidity and dew point were measured by using a portable temperature monitoring device (‘EasyLog’).

<table>
<thead>
<tr>
<th>Time</th>
<th>Globe temperature</th>
<th>Dry bulb</th>
<th>Natural wet bulb</th>
<th>Measured WBGT</th>
<th>Permitted WBGT</th>
<th>Heat stress (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7:40 am</td>
<td>41</td>
<td>29.5</td>
<td>24.0</td>
<td>28.0</td>
<td>30.6</td>
<td>91.3</td>
</tr>
<tr>
<td>8:40 am</td>
<td>42</td>
<td>31.5</td>
<td>23.5</td>
<td>28.0</td>
<td>30.6</td>
<td>91.5</td>
</tr>
<tr>
<td>9:40 am</td>
<td>40</td>
<td>32.0</td>
<td>24.0</td>
<td>28.0</td>
<td>30.6</td>
<td>91.5</td>
</tr>
<tr>
<td>10:40 am</td>
<td>45</td>
<td>33.0</td>
<td>24.0</td>
<td>29.1</td>
<td>30.6</td>
<td>95.1</td>
</tr>
<tr>
<td>11:40 am</td>
<td>49</td>
<td>34.5</td>
<td>24.5</td>
<td>30.4</td>
<td>30.6</td>
<td>99.3</td>
</tr>
<tr>
<td>12:40 pm</td>
<td>45</td>
<td>34.0</td>
<td>25.0</td>
<td>29.9</td>
<td>30.6</td>
<td>97.7</td>
</tr>
<tr>
<td>1:40 pm</td>
<td>45</td>
<td>34.5</td>
<td>25.0</td>
<td>30.0</td>
<td>30.6</td>
<td>97.9</td>
</tr>
</tbody>
</table>
model EL-USB-2). This device was used to make hourly measurements. The data collected were downloaded to a PC for later analysis.

Variables such as heart rate and weight were evaluated at the beginning and at the end of the working day. Neither the amount of liquid intake nor productivity was validated.

Wet bulb globe temperature measurements recorded at Montelimar farm are shown in Table 1. Wind velocity was not evaluated due to the lack of proper equipment for measurement.

**Statistical analysis**

Descriptive statistics were used to analyse climate data (temperature (°C); relative humidity (%); dew point (°C)); liquid intake and output production. Chi-squared test was used to evaluate liquid intake versus output production by using SPSS version 13.

**Results**

Fig. 1 shows *in situ* hourly climate variation direct from the sugarcane fields while workers harvested the crop. As can be seen, temperature and relative humidity values oscillated from 23.5 to 34.5°C and from 40% to 64%, respectively, reaching maximum values as early as 8–10 am. This meant that water distribution had to be started at around that time on an hourly basis.

Table 2 shows the amount of liquid intake (including both regular tap water and specially formulated rehydration drinks). Seven workers drank from 7 to 8 L as temperature increased. What is of great concern is that, although temperature increased to maximum values early in the morning, many workers did not follow the rehydration measures and drank less than 6 L, a potentially dangerously low volume.

Fig. 2 shows relationships between daily production output and liquid intake. This showed that 13 workers who had the highest production output (range 6–8 tons, average 7.45 tons) were those who drank more than 6 L of liquid (regular tap water and/or specially formulated rehydration solutions) in comparison to those who drank less liquid and had a smaller production output. This finding is statistically significant ($p < 0.005$).

Measurements of heart rate and body weight at the start and end of the working day showed that workers experienced increases in heart rate and loss of body weight as they worked in these hot conditions.

**Discussion**

Historically, monitoring of toxins in the work environment has been the primary focus for identifying risks. Some potential biomarkers linked to cell injury are immunological factors, lymphokines, growth factors, prostaglandins, endothelins, collagen, adhesion mole-

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Relative Humidity (%)</th>
<th>Dew point (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>31.2</td>
<td>51.5</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>1.9</td>
<td>5.4</td>
</tr>
</tbody>
</table>

*Fig. 1.* Climate measurements during 160 working hours of follow-up for 22 sugarcane workers at the Montelimar farm, San Rafael del Sur, Managua, Nicaragua, April 2008.
molecules, thromboxanes, leukotrienes, platelet activating factors and heat shock proteins (10).

As mentioned earlier, heat illness is a major cause of preventable morbidity worldwide (1) and although human beings possess considerable ability to compensate for naturally occurring heat stress, many occupational environments and/or physical activities expose workers to heat loads which are so excessive as to threaten their health and productivity (11). It is important to remember that the normal human body contains approximately 60% of water, about 34-40 L in an adult person (12).

The present project evaluated climatic conditions at sugarcane plantations located at sea level, on the southwest coast of Nicaragua. Monitored climate indices (temperature and relative humidity) values varied from 23.5 to 34.5°C and from 40% to 64%, respectively, reaching maximum values as early as 8 am.

According to the Nicaraguan Institute of Territorial Studies (INETER) (13), relative humidity values for the whole month of April varied between 69 and 79% all along Nicaragua’s Pacific coastline from San Juan del Sur (Southern Region) to Chinandega (Western Region). All sugarcane mills are located along the Pacific coastline. Managua lies between the two regions; the Montelimar sugar farm is located 62 km from Managua. However, the INETER humidity data are quite different from the relative humidity registered on the farm located in western Managua. Perhaps the fact that only 15 days were registered influenced this variation. Temperature data were not available at INETER’s website.

Although only 22 subjects were followed-up for a short period of time in this study, important results were obtained. Other authors have shown the relationship between heat stress health effects and the ability to perform different tasks, as well as the increased risk of suffering work-related injuries (14). In this study, the workers drank more liquid as temperature values

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Less than 6 L</th>
<th>6-7 L</th>
<th>7-8 L</th>
</tr>
</thead>
<tbody>
<tr>
<td>23.5-27.2</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>27.2-30.8</td>
<td>3</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>&gt;30.8</td>
<td>5</td>
<td>1</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 2. Comparison between temperature measurements and daily water intake for 22 sugarcane workers at the Montelimar farm. San Rafael del Sur, Managua, Nicaragua, April 2008

![Fig. 2. Relationship between production output and daily water intake for 22 sugarcane workers at the Montelimar farm. San Rafael del Sur, Managua, Nicaragua, April 2008.](image)
increased to maximum peaks. This was part of a rehydration process which was well planned in advance by the company’s decision makers. Unlike during past harvesting seasons, when water and rehydration solutions were distributed quite randomly, during this harvesting season cool water and specially formulated drinks were distributed or intended to be distributed to workers, who received 1 L just before they began their working day and then 500 mL every 30 minutes.

The basis of this principle is that drinking to satisfy thirst is not enough to keep a person well hydrated. Most of the people become aware of thirst once they have lost 1–2 L of body water and persons highly motivated to perform hard work may incur losses of 3–4 L before serious thirst forces them to stop and drink. Since dehydration reduces the capacity for absorption from the gut, workers must be educated regarding the importance of drinking enough water during work and continuing generous rehydration during off-duty hours (14).

Productivity was positively influenced by the new rehydration measures. There was a significant increase of production, with up to 8 tons per worker during the follow-up period compared to the normal 5.5 tons per worker prior to the change in rehydration measures.

This important change in rehydration policies and increase in production output is the result of various efforts of training workers, foremen and managers on heat stress prevention, proper hydration measures and quality of (working) life carried out by occupational health and safety professionals (physicians and engineers), human resources departments and top management at sugarcane farms.

However, this was not an easy task. Often workers rejected the new rehydration measures, most of the time because it was difficult for them to understand thoroughly the dehydration and physiological compensatory mechanisms. Some of the reasons for this can be attributed to their low educational level, and feeling that ‘nothing bad has ever happened to me before’, etc.

Certainly more effort in terms of intervention strategies and scientific investigation needs to be carried out among workers in Nicaragua who perform jobs in which they are exposed to high ambient temperatures. These include farm workers, construction workers, miners and fishermen, especially those employed in the informal sector, which occupies about half of Nicaragua’s economically active population.

More funds should also be designated by companies’ decision makers for improving basic working conditions, in order to increase overall productivity (and workers’ satisfaction in terms of better wages). This would also translate into safer and healthier workers, less absenteeism from sick leave, fewer accidents and other incidents.
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A pilot field evaluation on heat stress in sugarcane workers in Costa Rica: What to do next?
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Background: Climate change is producing major impacts including increasing temperatures in tropical countries, like Costa Rica, where the sugarcane industry employs thousands of workers who are exposed to extreme heat.

Objectives: This article outlines a pilot qualitative evaluation of working conditions and heat in the sugarcane industry.

Design: A literature review, direct observations and exploratory interviews with workers were conducted to reach a preliminary understanding of the dimensions of heat-related health issues in the sugarcane industry, as a basis for the design of future studies.

Results: The industry employs temporary workers from Nicaragua and Costa Rica as well as year-round employees. Temporary employees work 12-hour shifts during the harvest and processing (‘zafra’) season. In many cases, sugarcane field workers are required to carry their own water and often have no access to shade. Sugar mill workers are exposed to different levels of heat stress depending upon their job tasks, with the most intense heat and workload experienced by the oven (‘caldera’) cleaners.

Conclusions: Research is needed to achieve better understanding of the multiple factors driving and interacting with heat exposures in the sugarcane industry in order to improve the health and safety of workers while maintaining worker productivity.
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Climate change is producing major impacts worldwide including increasing temperatures, particularly in tropical countries (1). Increasing temperature raises environmental as well as serious human health concerns. Although the human body is remarkably capable of maintaining its core temperature around 37°C, a combination of conditions such as high environmental temperature and high humidity (which decreases the efficiency of sweating), clothing that increases core temperature (and reduces ability to sweat), physical exercise and dehydration can disturb the equilibrium. This can result in heat stress and, when severe, can cause heat stroke and death (2).

Exposure to excessive heat is common in sectors like agriculture, mining, construction and manufacturing plants (‘maquiladoras’), particularly in tropical countries where these sectors comprise a large proportion of the workforce. Increasing temperatures can mean increasing exposure to extreme heat and increasing risk for negative health outcomes for worker populations (3). Although governments, the private sector, NGOs and academia have begun to focus on the economic and environmental impacts of global climate change, there has been little attention to what effects global heating will have on the health and productivity of the worldwide labour force (2).

The sugarcane industry in Costa Rica is an important contributor to the national economy through the production of multiple products for national and international consumption as well its contribution to recent regulatory requirements for bioethanol to be included as a constituent of petroleum-based fuels. The production and processing of sugarcane is a major source of employment in Costa Rica for both Costa Ricans as well as Nicaraguans who travel to work in the harvest and processing (‘zafra’) period. According to the Sugarcane Industrial Agriculture Association (LAICA), the sugar...
industry in Costa Rica employs 20,000 permanent workers (4). Temporary workers come from both Costa Rica and Nicaragua and are either employed directly by the company or by an individual who offers subcontracting services to companies. Estimates for the number of temporary workers employed by the sugarcane industry vary enormously, without verifiable numbers. In some companies, the number of temporary workers needed for the harvest has actually gone down due to increased use of mechanised harvest techniques (4). During the zafra season, all efforts concentrate on the successful harvest and processing of the year’s crop. The large number of workers needed to achieve this goal creates occupational health issues that are complicated by the focus on the harvest, the intense heat and the influx of temporary workers.

Sugarcane is grown in multiple regions throughout the country, with the most sugarcane being produced in Guanacaste in northwest Costa Rica, approximately 250 km from the capital city of San José. In Guanacaste, there are three large plantation companies (with sugar mills and fields) which, together with numerous independent farmers, are collectively responsible for approximately 59% of the total sugarcane harvested and 55% of the total sugar produced in Costa Rica (4).

Guanacaste is one of the hottest and driest regions of Costa Rica and has two main seasons: the rainy season (May–November) and the dry season (December–April). Sugarcane harvesting, planting and processing take place during the hottest (dry) season. Between 1973 and 1994, the monthly averages of daily maximum temperature ranged from 31.1°C in October to 36.0°C in April (Table 1) (5). Official data for more recent years is not publicly available.

**Present study**

**Methods**

A brief qualitative assessment of factors related to heat stress and its health effects was conducted between November 2008 and March 2009. Published and unpublished documents about sugarcane production in Central America and heat-related human health effects were identified by searching PubMed as well as Costa Rican and Central American popular press available online. Brief exploratory interviews were held with:

1. four occupational health researchers with experience in the sugarcane industry;
2. one occupational health professional from a sugarcane company in Guanacaste;
3. a company nurse and physician with experience treating sugarcane workers; and
4. 17 workers (12 sugar mill and five field workers).

The interviews contained questions about the tasks that workers complete; the heat conditions they face; strategies for reducing heat-related health effects; the possibilities for measuring worker productivity; health effects and heat stress in future studies; and whether or not they considered it important to conduct research about heat-related health conditions. In addition, during the 2008–2009 harvest, direct observation of the conditions and workloads present in the sugar mill and the field was conducted on multiple visits to one company.

**Table 1.** Climate data from the National Meteorological Institute of Costa Rica (Daniel Oduber Airport), Liberia, Guanacaste, Costa Rica

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>33.4</td>
<td>20.8</td>
<td>0.8</td>
</tr>
<tr>
<td>February</td>
<td>34.5</td>
<td>21.1</td>
<td>2.0</td>
</tr>
<tr>
<td>March</td>
<td>35.5</td>
<td>21.6</td>
<td>4.5</td>
</tr>
<tr>
<td>April</td>
<td>36.0</td>
<td>22.4</td>
<td>13.9</td>
</tr>
<tr>
<td>May</td>
<td>34.2</td>
<td>23.3</td>
<td>191.8</td>
</tr>
<tr>
<td>June</td>
<td>32.1</td>
<td>23.0</td>
<td>254.2</td>
</tr>
<tr>
<td>July</td>
<td>32.0</td>
<td>22.7</td>
<td>150.2</td>
</tr>
<tr>
<td>August</td>
<td>32.0</td>
<td>22.5</td>
<td>201.5</td>
</tr>
<tr>
<td>September</td>
<td>31.3</td>
<td>22.3</td>
<td>319.4</td>
</tr>
<tr>
<td>October</td>
<td>31.1</td>
<td>22.0</td>
<td>290.6</td>
</tr>
<tr>
<td>November</td>
<td>31.7</td>
<td>21.4</td>
<td>91.2</td>
</tr>
<tr>
<td>December</td>
<td>32.6</td>
<td>21.1</td>
<td>9.8</td>
</tr>
</tbody>
</table>
Results
The sugarcane industry includes two main areas in which workers are exposed to extreme heat: field work and processing plant (sugar mill) work (Fig. 1). Both areas include work during the zafra season as well as the maintenance (non-zafra) season. For the purpose of this report, field work includes harvesting and planting during zafra and maintenance of the crop during no-zafra. Work in the sugar mill includes all tasks beginning with unloading the harvested sugarcane from the trucks and ending with the production of refined sugar products during zafra season, and during the non-zafra period repairs and preparations of the machinery and infrastructure in the sugar mill for the next harvest period.

Literature review
Very few scientific findings exist about the risks faced by sugarcane workers in Central America. There have been a few studies in the Americas on specific risks among sugarcane workers such as cancer (6, 7), respiratory conditions (8) and musculoskeletal injuries due to repetitive motion and machete use (9), but none of these studies make links to heat or climate change. There has been some important work done regarding socio-economic and gender-related issues for sugarcane workers (10, 11) which although not directly linked to heat stress, provides important context for understanding heat-related health issues.

Some technical reports have been published on general risks present in the industry, including heat (12, 13). For example, a report from the International Labor Organization (ILO) highlights the exposure of workers to noise; vibration; contact with agricultural chemicals; repetitive motion; machinery-produced heat; environmental heat (temperature and humidity); ultraviolet solar radiation; and visible light in addition to climatic conditions such as rain, wind and lightning (13).

Likewise, within the Program on Work and Health in Central America (SALTRA), a participatory methodology was developed to reduce the risk of accidents and various occupational exposures in the sugarcane industry. Eight participatory workshops were held with workers and managers to identify hazards along with possible solutions. In total, workers identified 311 hazards and mentioned one or more solutions for 89% of the hazards. In addition to exposures such as noise and dust exposure, heat-stress was identified as a main occupational health problem in these workshops (12).

At the regional level, research has been conducted and is ongoing concerning an important human health outcome that directly affects many sugarcane workers and which may be linked to climate. Epidemics of chronic kidney disease (CKD) in sugarcane workers have been reported in El Salvador and Nicaragua (14–18, 25), while Costa Rica and other countries in Central America report higher than expected occurrence of CKD in sugarcane workers (19). One repeatedly mentioned hypothesis is that the high number of sugarcane workers suffering from CKD may be at least partially due to chronic dehydration related to working conditions.

Although there has been little research regarding heat-related health issues, there have been some studies regarding climate change in the Guanacaste Region. A report produced by the Central American Integration System (SICA) (20) as well as the popular press (21) have warned that the northern part of the country will

Fig. 1. Division of work in the sugarcane industry in Costa Rica.
experience temperatures as much as 3°C higher over the next 90 years and there will be a reduction in rainfall of up to 11%.

Nationally, there has been a small increase in research regarding climate change and its links to production of food and export products (22). This is due not only to the increased awareness of climate change, but also the economic crisis, which has fostered renewed interest in national, sustainable and self-sufficient food production (23, 24).

Information from interviews and observations

Harvest. Sugarcane harvesting by hand is an intense job that involves constant exposure to heat and sunlight (see Fig. 2). Many farms burn the sugarcane in the evening or night hours, before the harvest. This is done before both manual and automated (tractor) harvest to decrease the sharpness of the leaves. Sugarcane farmers also report that the burning decreases the probability of snake bites during manual harvest and reduces the weight of the cane for transportation purposes. Some say burning increases the quality of the sugar. Burning is carried out by a group of approximately six workers that start and control the fires making sure that they burn only the amount that is possible to harvest the next morning, to avoid the risk of sugar content in the cane decreasing while waiting for harvest.

Harvesting starts in the morning and lasts until the early afternoon hours, usually in fields still smoking from the previous night’s burning. When the sugarcane is cut by hand with machetes, workers are usually paid by the ton or by the number of rows they cut in teams of three workers. As noted in the ILO report on working conditions in the sugarcane industry in Costa Rica (13), the heat stress for sugarcane harvesters is increased because of the high physical demands on them. Increasingly, larger farms are using automated sugarcane harvesters (see Fig. 3), but still rely on manual labour in sections of fields that are too small or too uneven for the tractors. Tractor drivers are enclosed within air-conditioned cabs.

The harvest activities in the field also include the transportation of the sugarcane to the sugar mill. Depending upon the farm or company, transportation may be done with large ‘semi’ trucks with air-conditioned cabs or with tractors (without cabs) that pull a large open wagon containing the harvested sugarcane.

Planting. Sugarcane plants have a productive life between one and five years and when a field needs re-planting, it is done by hand. Planting usually takes place the day after the harvest. In most cases, planting is done between 05:00 and 14:00 and involves several tasks. Some workers prepare sacks of ‘seed’ (the shoots are referred to as ‘seed’ in Costa Rica, although they are actually seedlings or ‘shoots’). Other workers distribute the sacks in the field; while a third group of workers plants the shoots. Most companies sub-contract the planting and a typical contractor employs approximately 150 workers that are responsible for three hectares per day. Reportedly, the workers that prepare the sacks often work longer hours in order to fulfill the quota (approximately 5,000 sacks) that must be ready for the following day. The group of planters travel to a new field each day and workers are usually paid by the number of rows or metres that they plant. Later, planters are sometimes employed to ‘re-cover’ (‘re-tapar’) the plants with soil, a process done days or weeks after the initial planting in which workers make sure each plant is sufficiently covered with soil at its roots. Planting also requires individuals employed as ‘counters’, responsible for confirming the number of metres planted by each worker. Traditionally
only men are employed in the tasks related to planting, but there are anecdotal reports that an increasing number of women are also employed in many of these tasks.

Irrigation and general field work. Sugarcane companies directly hire both permanent and temporary workers to carry out irrigation and general field up-keep tasks during the harvest period. The vast majority of these workers are employed starting with the harvest (December), but continue after the harvest ends (usually in the beginning of April) until the rainy season starts (usually in May). During the dry season, irrigation takes place continuously and in most companies, shifts run from 06:00 to 18:00 and then from 18:00 to 06:00. In some companies, workers rotate one week on the day shift and one week on the night shift for the duration of the harvest and planting season. The rotating schedule allows all workers to earn overtime and all of the workers consulted preferred the night shift to the day shift because of the decreased heat and the increased pay.

Irrigation may be water or may be water combined with fertiliser (such as ash or other by-products of the processing, which provide nitrogen and other nutrients to the plants). Irrigators often work alone in large fields. They are exposed to direct sunlight with no trees or other sources of shade. The company bus drops them off at their assigned area for the day and a supervisor passes by throughout the shift to check on progress. Irrigation usually requires continuous walking and considerable physical effort throughout the majority of the 12-hour shift.

Specific tasks for irrigation workers include hooking up the tubes, unplugging rubber stoppers to allow water to flow to a specific region of the field, using a tarp to direct water and continually levelling the soil between the rows to allow the water to enter undisturbed. Irrigation workers carry a shovel with an extra-long handle which they use to level the ground and also to help them cross large irrigation ditches. Most workers consulted for this exploratory study reported taking or not taking breaks depending on ‘how my [irrigation] water is going’. In other words, if the water is flowing well, workers are able to take short breaks, but if the rows where the water enters require a great deal of work with the shovel, it is not possible to take breaks.

Other workers are hired by the company for general maintenance and tasks in the field. These workers include both those hired seasonally as well as those who work for a particular company year-round. Typical tasks include: picking up rocks in the field before the harvesting tractor enters, cutting weeds and grass with a machete, picking up sugarcane left behind by the tractor harvesters in the field, fixing leaks in the irrigation system and keeping the irrigation canals free of debris.

Finally, workers are employed to carry out application of different kinds of pesticides and fertilisers. Depending on the company, these workers can be inside an enclosed tractor cab, use a knapsack sprayer, a ‘boom’ sprayer, a mechanical sprayer behind the back of a four-wheeled motorcycle or in a combination of workers on foot and in a tractor. Both general maintenance workers and pesticide applicators usually work alone and are exposed to direct sunlight, although on some days, they may be near trees or other sources of shade under which they can seek brief respite or where they can leave their lunches and water jugs.

Maintenance (non-zafra) period. The maintenance (non-zafra) period is a calmer period that employs considerably less workers, but still involves working in conditions of exposure to considerable heat and solar radiation. Workers during the maintenance season are almost always full-time, year-round employees of a company hired to carry out tasks such as the application of pesticides and fertilisers, manual weed control and the maintenance of irrigation canals. The majority of the non-zafra season coincides with the rainy season, which tends to be somewhat cooler (see Table 1). Additionally, there is far less pressure to complete tasks at a rapid rate during 12-hour shifts.

Heat-related issues and solutions for field workers

With the maximum daily temperature almost never dropping below 31°C and the intense direct sunlight as a result of Costa Rica’s latitude, the potential for heat stress in field workers is high. Furthermore, the fields probably retain additional heat following burning and, as one person stated, ‘you can literally see the ground smoking and fuming’ the morning following a burning. There are anecdotal reports of heat stroke victims resulting in hospitalisation in at least some companies. Intravenous rehydration treatment is reportedly relatively common in the medical clinic of large companies.

Occupational health workers pointed out that severe dehydration cases are often linked to complex social issues, such as workers who fear seeking medical care because they lack documentation and who, therefore, may work in the fields while sick and after not having eaten for several days.

It is speculated that chronic dehydration, exacerbated by exposure to extreme heat may be a serious problem for sugarcane field workers and may, therefore, be linked to the high prevalence of CKD among sugarcane workers (14–19, 25). Workers mention the need to drink water ‘for your kidneys’ and one worker reported ‘many co-workers are affected by kidney problems’.

The main strategy currently in place for dealing with heat stress in the field is hydration, however, health and safety personnel in the sugarcane industry have expressed
concern that hydration just with water is not sufficient and that there may be a need to consider nutritional factors and electrolyte levels when providing hydration for workers. In many companies, field workers, whether employed directly by the company or by contractors, are responsible for carrying the water they need for the entirety of their shift. Most field workers consulted said they take between 2 and 10 liters of water into the field with them. Since there is no shade available for most workers, they wrap their water jugs in a wet cloth when they leave their house to keep the water from over-heating in the direct sunlight.

Most workers reported drinking either coffee or ‘fresco’ (fruit juice mixed with water and sugar) during the day and most reported drinking at least one glass of water or fresco before leaving the house and when returning home at the end of the shift. One worker reported that one must be careful not to consume too much water before doing machete work, as to avoid ‘jumbling up and bothering the stomach’. In general, the amount of liquid consumed by workers varied considerably, but it is likely that, in the majority of cases, it is far below the amount of liquid lost by perspiration under the working conditions of the zafras. It is common to hear workers saying they believe the drinking water available to them at home and work is contaminated and some of these workers believe that the water may be related to the high incidence of kidney disease in sugarcane workers.

In order to protect themselves from solar radiation (as well as the sharp sugarcane leaves) workers use long sleeves, long pants and neck covering either as a cap with a flap in the back or a cap with a handkerchief hanging to cover the neck. Most wear rubber boots and many wear two shirts (one long-sleeved ‘button-down’ shirt underneath and one short-sleeved ‘button-down’ shirt on top) to lessen the burning sensation created by solar radiation.

A half-an-hour lunch break and two 15-minute breaks are required for eight-hour shifts in Costa Rica. However, during the harvest and planting, temporary field workers are trying to make as much money as possible during the four to five months they have employment in the sugarcane industry. Temporary workers said that they are paid by the amount of work they complete and are, therefore often reluctant to take breaks. Temporary and permanent workers said that sometimes their workload prevents them from taking a full lunch period or the permitted 15-minute breaks.

When asked whether they believe the heat or ‘especially hot days’ affect their productivity, most field workers said that they feel they get tired faster, but most of them also qualified their statement saying that they manage to complete their tasks regardless.

Description of sugar mill work

The sugar mill is an intense work environment during the harvest and processing season due to the high number of workers, the 24-hour work schedule, the intense heat and the volume of work, whereas there are very few workers and much calmer conditions during the maintenance period. Workers in the sugar mills may be temporary or year-round, but all are employed directly by the company. Shifts during the zafra period are 12-hour shifts as described above for the field workers.

Typically, the sugar mills are large three-storey buildings with corrugated metal exterior walls and roofs. The infrastructure, including stairs and handrails, is made of metal and the flooring is cement. There are different sections of the plant, some of which have ventilation in the form of an open section in one of the exterior walls while other sections of the plant are more closed off. Most of the processes produce heat and, as a result, the entire plant is warm and many areas are filled with hot vapour. The stairs and handrails are warm to the touch.

The sugar mills are run by electricity produced onsite using steam created by large ovens which burn ‘bagasse’, the parts of the sugarcane plant left after crushing the cane to extract the juice. The ovens are located within the sugar mill and create extremely hot working conditions. The temperature in the sugar mill remains high during day time and night time because the ovens (‘calderas’) keep running all night.

In order to maintain the machines and tubing through which the vapour travels, there are periodic purges of steam, usually several times per shift. Some of these purges are directed outside the plant, but others are actually purged inside the plant. Previous measurements taken in Nicaragua and Costa Rica by the SALTRA programme during the harvest season demonstrate the wet bulb thermometer temperature varies between 30.1 and 37.0°C.

Patio. The ‘patio’ workers (where the sugarcane is unloaded from trucks into the sugar mill) are the only sugar mill workers exposed to direct sunlight as a part of their regular tasks. One worker remains in an air-conditioned control cabin, but the others help with the unloading process and are on their feet in the direct sunlight (during the day shift) for most of the 12 hours.

Tachos. Approximately two workers per shift typically work as ‘tacheros’, controlling the quality of the sugar by controlling pressure and volume in large tanks. The job is quite detail-oriented and requires experienced workers. In a typical sugar mill, the tachos area is located on the third floor which absorbs heat from the tin roof as well as accumulating heat that rises from below, but does have large open spaces at either end that allow for a breeze on windy days. Tacheros are on their feet for most of the
shift, but are able to sit for brief periods on wooden benches located near the open spaces. This area of the sugar mill is particularly exposed to the purges of steam (described above). The tachos area is the only one which has an air-conditioned chamber where a computer is stored and where some of the tacheros occasionally seek relief from the heat. Most, however, are reluctant to do so as they feel the extreme changes in temperature are unhealthy.

Centrifuges, clarifiers and evaporators. The centrifuge, ‘clarifying’ and evaporating areas are located within the sugar mill. In all three areas, workers are on their feet and must pay attention to detail, but they are also able to sit down for short periods of time. The centrifuge area is particularly hot because the large tanks present release both heat and steam on a continuous basis.

Calderas (ovens). The calderas that burn bagasse to produce electricity must be cleaned of ash. A team of 4–5 workers is dedicated to this task which involves opening a large iron door of an oven at 250–270°C. One worker sprays the burning ash with a garden hose until it stops burning, while the others use metal poles and shovels to pull the smouldering ash out and place it on the palette of a forklift. The process takes approximately 2.5 hours and is done twice per 12-hour shift. These workers are exposed to extreme heat, risk of burns and inhalation of particulate matter but also to an extremely intense physical work load. When they are not cleaning the ovens, these workers are responsible for general upkeep tasks or for helping other workers wherever it may be necessary.

Maintenance (‘non-zafra’) period. During the maintenance period, there are fewer workers employed by the company. Those that are employed carry out tasks related to the maintenance of machinery. The plant does not burn material to produce electricity during the maintenance period, significantly reducing the temperature in the sugar mill and the rainy season from May to November also brings decreasing outside temperatures.

Heat-related issues and strategies for sugar mill workers

Hydration is the principal strategy for reducing heat effects for sugar mill workers and in some companies, water tanks are located in several spots throughout the three-storey plant. They are filled with tap water. The workers consulted said that, depending on where the tap is located, the drinking water comes out hot. Some suspect the tap water is contaminated, with one worker even reporting that he and his co-workers add bleach to the water to purify it. Workers said they receive plastic ‘sandwich’ bags full of a rehydration drink once per 12-hour shift and that sometimes if they get two bags, they share them with the workers in the hottest areas. Some workers also mentioned going to the company cafeteria to purchase soft drinks or juice drinks. A few of the workers indicated that it is important not to drink water that is ‘too hot’ or ‘too cold’ because it is ‘bad for the organism’. The calderas workers interviewed reported being able to get a juice drink at the cafeteria for free. Workers varied as to how much liquid they reported drinking, with the average being about 5.5 liters of water per 12-hour shift. Caldera workers reported drinking up to 7 liters during the 2.5 hours it takes them to clean the ovens each time. Most workers, however, were unsure how much liquid they consume.

Workers in the plant reported that the heat affects their productivity, particularly in the case of the workers whose jobs require attention to detail because the heat affects their ability to concentrate. Several workers reported feeling tired from the heat, and said that sometimes they take a caffeinated aspirin pill to combat this feeling, whereas others take acetaminophen for headaches. Most workers wear long sleeves and a hardhat. It is common to see workers take off their gloves due to the heat. Oven cleaners wear a helmet, safety glasses, long sleeves, long pants, rubber boots, a hat and a handkerchief or other piece of cloth (sometimes the hood portion that has been cut off of a jacket which they zip or velcro in front of the mouth and nose). Approximately half of the oven cleaners wear gloves while cleaning the oven, while the other half remove them due to heat. The oven cleaners reported either dumping water on their heads or putting their feet (while in rubber boots) in cool water in order to cool off. All workers said that they preferred working at night because it is cooler.

Discussion

One of the most pressing occupational health hazards for sugarcane workers is exposure to extreme heat. The effects of global climate change have already been shown to be affecting the Guanacaste region of Costa Rica (21, 22) and more negative effects are expected in the coming years (24). Additionally, there have already been studies on the potential effect of climate change or climate variability on the economics, production and pest-related problems in the sugarcane industry (22, 27). There are, however, no studies investigating the effect of climate change and increasing heat on workers’ productivity or health in Costa Rica. The high numbers of Costa Rican and Nicaraguan workers employed in the industry, as well as the economic importance of the industry, make research of utmost importance and urgency, particularly in light of the expected climate changes.

Costa Rica has a regulation in place to protect workers from extreme heat; however, it is a vague document that simply states: ‘The temperature and humidity level of the environment in enclosed workplaces should be maintained...’
(when the nature of the industry allows), between limits that are neither uncomfortable nor dangerous for the health of workers' (28). The National Advisory Board responsible for determining workplace temperature and humidity limits recommends that companies follow norms set by the Institute for Technical Norms in Costa Rica. This document defines the maximum temperature and humidity levels dependent upon the type of work being carried out (26). These norms do not set limits by industry or by type of work, but rather provide information for making appropriate calculations for work and rest periods. In Costa Rica, each company is responsible for setting its own limits and there is almost no government-level enforcement of the vague guidelines. There is interest on the part of management in most sugarcane companies to look for solutions to reduce workers’ exposure to extreme heat as it affects both health and productivity.

Although some potential solutions are already in place within some companies, such as providing water dispensers inside sugar mills, their effectiveness has not been studied. One potential solution that has been suggested is providing break periods in air-conditioned rooms. Interestingly, this solution may present cultural barriers, and therefore may require a holistic interdisciplinary and participatory approach to research. In particular, there is a strongly held belief in Costa Rica that moving from hot to cold temperatures will cause one to become sick (for example, catch a cold or develop arthritis). Similar beliefs exist about drinking water or other liquids that are cold. There have been no studies to investigate the viability of rest chambers or the provision of cold drinks in terms of the tendency of Costa Ricans to avoid temperature extremes. Other strategies implemented by workers at the individual level may be having negative effects (for example taking caffeinated aspirin pills) or be positive initiatives (for example cooling water in the field by wrapping water jugs in wet cloth, or cooling feet by placing them in cool water while wearing rubber boots) that could be encouraged on a larger scale.

Hydration is another example of a commonly used approach already in place within the sugar mills to decrease potential negative effects of heat exposure. However, health and safety personnel indicated that they believe factors such as nutrition and electrolyte levels should be incorporated into hydration programmes in order to make them more effective. Although companies have expressed interest in a more integral nutrition-based approach to hydration as a means of combating heat stress, there have been no studies to explore the dietary and hydration habits already in place or the possibility of implementing hydration programmes in the sugarcane industry. Particularly in Guanacaste, hydration is complicated by what appears to be a widespread belief that the water is unsafe and can lead to kidney problems. This possibility warrants an integrated research model that includes testing the drinking water for nephrotoxins.

When developing and evaluating solutions for heat stress in the sugarcane industry, it is important to recognise that there is a lack of data on the heat conditions that the sugarcane workers face. It is necessary to measure heat and other climatic conditions (such as humidity, dew point and wind speed) that affect the body’s ability to regulate heat. Additionally, it is critical that the workload of each person be described fully and that the work of women in the field is included in the documentation. Finally, it is critical that the socio-economic and cultural dimensions of current and potential solutions be considered, particularly taking into account the workers’ experiences, knowledge and perspectives. Without these indicators, it is difficult to create and evaluate potential solutions that address worker health and productivity. It is also essential that the health-related effects of heat stress be documented through a cohort study that could measure factors ranging from biomarkers of heat stress to psychological effects of heat exposure. Likewise, it is important that climate conditions are being appropriately measured and recorded in order to measure possible climate change.

There seems to be increasing political and public awareness about the link between global climate change and health as well as an appropriate political environment for action (21, 24, 29–31). The Costa Rican government is currently in the process of planning and policy making for adaptation to climate change. Unfortunately, there is a severe lack of research data upon which to base these critical policy-related decisions, making the need to produce data particularly important. Meanwhile, some solutions for apparent problems can already be implemented, such as creating ways for workers to access to shade in the fields or establishing and enforcing rest breaks for workers and implementing improved access to water or integrated hydration plans. These interventions should be evaluated for both their effectiveness as well as their potential for cultural acceptance.

**Strengths and limitations**

This brief exploratory description of the heat-related issues faced by sugarcane workers falls short as it does not include heat measurements, nor detailed information from the temporary sugarcane harvesters and planters. This group of workers is probably the most exposed and the most vulnerable, yet it is the least studied. This population also faces socio-economic conditions that require an in-depth understanding of the issues related to their social, living and working environments (4, 10, 11). Integrated, holistic methodologies such as an ecosystem health approach (32) are necessary to understand
the multiple dimensions of the environmental, health and socioeconomic issues that require sustainable solutions.

Conclusion
The sugarcane industry is extremely important to Costa Rica’s economy. Sugarcane workers in Costa Rica face exposure to extreme heat under current climatic conditions, which are likely to worsen with predicted climatic changes. At present, there is strong national political interest in preparing for any negative health effects of climate change. Research is needed to achieve better understanding of the multiple factors driving and interacting with the sugarcane industry in order to improve the health and safety of workers while simultaneously maintaining worker productivity.

Conflict of interest and funding
The authors have not received any funding or benefits from industry to conduct this study.

References


Jennifer Crowe et al.
Program on Work and Health in Central America (SALTRA)
Central American Institute for Studies in Toxic Substances (IRET)
Universidad Nacional
PO Box 86-3000, Heredia, Costa Rica
Email: jcrowe@una.ac.cr
The ‘Hothaps’ programme for assessing climate change impacts on occupational health and productivity: an invitation to carry out field studies
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The ‘high occupational temperature health and productivity suppression’ programme (Hothaps) is a multi-centre health research and prevention programme aimed at quantifying the extent to which working people are affected by, or adapt to, heat exposure while working, and how global heating during climate change may increase such effects. The programme will produce essential new evidence for local, national and global assessment of negative impacts of climate change that have largely been overlooked. It will also identify and evaluate preventive interventions in different social and economic settings.

Hothaps includes studies in any part of the world where hourly heat exposure exceeds physiological stress limits that may affect workers. This usually happens at temperatures above 25°C, depending on humidity, wind movement and heat radiation. Working people in low and middle-income tropical countries are particularly vulnerable, because many of them are involved in heavy physical work, either outdoors in strong sunlight or indoors without effective cooling. If high work intensity is maintained in workplaces with high heat exposure, serious health effects can occur, including heat stroke and death.

Depending on the type of occupation, the required work intensity, and the level of heat stress, working people have to slow down their work in order to reduce internal body heat production and the risk of heat stroke. Thus, unless preventive interventions are used to reduce the heat stress on workers, their individual health and productivity will be affected and economic output per work hour will be reduced. Heat also influences other daily physical activities, unrelated to work, in all age groups. Poorer people without access to household or workplace cooling devices are most likely to be affected.

The Hothaps programme includes a pilot study, heat monitoring of selected workplaces, qualitative studies of perceived heat impacts and preventative interventions, quantitative studies of impacts on health and productivity, and assessments of local impacts of climate change taking into account different applications of preventative interventions.

Fundraising for the global programme is in progress and has enabled local field studies to start in 2009. Local funding support is also of great value and is being sought by several interested scientific partners. The Hothaps team welcomes independent use of the study protocols, but would be grateful for information about any planned, ongoing or completed studies of this type. Coordinated implementation of the protocols in multi-centre studies is also welcome. Eventually, the results of the Hothaps field studies will be used in global assessments of climate change-induced heat exposure increase in workplaces and its impacts on occupational health and productivity. These results will also be of value for the next assessment by the Intergovernmental Panel on Climate Change (IPCC) in 2013.
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Global climate change is making already hot seasons in hot parts of the world even hotter (1). Since 1980, many populated places (particularly cities) with hot climates (temperatures regularly above 35°C) have already recorded 1–2°C increases in average temperature (2). Additional 2–4°C increases can be expected in these places during this century according to the Intergovernmental Panel on Climate Change (IPCC) (1). In urban areas, with rapid development of buildings, roads and other major physical structures, the temperature increase is likely to proceed faster and to higher levels due to the ‘urban heat island effect’ (3, 4).

A range of health impacts related to climate and climate change have been identified (1, 5, 6). These include heat exhaustion, heat stroke, kidney disease, effects of additional air pollution, injuries and mental stress from extreme weather events, vector-borne diseases, diarrhoea and malnutrition. Many of these can create higher health risks among working people.

Heat exhaustion and heat stroke are of particular importance for occupational health. A working person creates heat internally in the body (particularly through muscular work), which adds to the heat stress in hot environments (7). If cooling methods in the workplace are insufficient, the only way for a working person to reduce heat stress is to take breaks or slow down their work. This reduces ‘work capacity’ (and daily work output) and economic productivity (8–10).

Even daily physical activities in the household can cause heat stress and may need to be reduced, resulting in less ability to carry out tasks on hot days. Travelling to and from work is another daily source of heat exposure for many people (7). Adults carrying out heavy labour are exposed (10), while children and the elderly are likely to be particularly sensitive to over-heating.

These non-fatal impacts on people exposed to heat are the focus of the ‘Hothaps (high occupational temperature health and productivity suppression)’ research and prevention programme introduced in this article.

The Hothaps research programme contributes to the ongoing gathering of evidence on climate change and health. The idea for these studies emerged at an IPCC meeting in Delhi in December 1998 and was later presented at a conference (9). Numerous review reports on climate change and health (1, 5, 6, 11, 12) have highlighted the increasing human health risks due to heat waves, extreme weather conditions, increased air pollution, lack of access to safe water and food, spread of disease vectors and human displacement due to flooding, drought or sea-level rise. Analysis of the non-fatal impacts of direct heat exposure on people, particularly when they work in physically demanding jobs, has so far been very limited. The IPCC report (1) mentions this issue only briefly.

The physiological basis for the direct effects of heat on humans and their work capacity is well understood (e.g. 7, 10, 13). The core body temperature of all human beings needs to be close to 37°C. Temperatures a few degrees higher than this can cause malfunction of body systems (7). The human body has physiological heat control mechanisms that can maintain the core body temperature even when the external air temperature is greater than 37°C. These mechanisms rely heavily on sweating, which becomes less efficient as the relative humidity of the air increases.

High heat exposure initially causes heat strain, which is subjectively perceived as unpleasant or dangerous, and this can progress into heat exhaustion (fatigue), heat stroke (7, 10) and even death (14, 15, 16). The main determinants of heat exhaustion are increases of body temperature and heart rate, as well as dehydration due to sweating without liquid replacement (7).

The climate variables used to define heat exposure and ‘microclimate’ are primarily temperature, humidity, direct heat radiation, diffuse heat radiation and wind speed at the work place (10). A combined measure of these is the Wet Bulb Globe Temperature (WBGT, recorded as °C), the indicator used in the International Standards Organization occupational exposure standard (17). Where WBGT measurements are not available, it is possible to model these approximately using data from weather stations (18; Lemke and Kjellstrom, to be published).

A natural reaction of a working person to heat is to reduce physical activity, which reduces the body’s internal heat production. This preventive reaction leads to reduced work capacity during exposure to heat (13, 16). Thus, the impact of increasing heat exposure on work capacity is a result of the natural preventive actions of working people to reduce heat stroke risk by slowing down work (‘autonomous adaptation to climate change’, 19). The degree of reduced work capacity in relation to heat exposure (as measured by the heat index WBGT) is shown schematically in Fig. 1, which also highlights the influence of clothing on the heat impact.

At WBGT values over 25°C, work capacity starts to decrease, and at WBGT values over 40°C it is very difficult to carry out any physical activity at all. Depending on air humidity, wind speed and heat radiation (e.g. from the sun), a WBGT range of 25–40°C occurs at air temperatures in the range 30–45°C. Such temperatures are common during the hot season in tropical and some sub-tropical countries. Many work situations are such that air conditioning is not feasible.
(work outdoors or in very large open indoor spaces), and fans are not sufficient when the heat exposure is very high (fans even increase the heat exposure when the air temperature exceeds skin temperature; 10).

The Hothaps team is developing a Population Heat Exposure Profile (PHEP), an analysis tool that presents the current heat situation and time trends for relevant climate and heat exposure variables for each month of the year (Kjellstrom and Lemke, to be published). Based on daily climate data from 13,000 weather stations around the world, acquired from websites at the US National Oceanic and Atmospheric Administration (NOAA) and National Aeronautics and Space Administration (NASA), the PHEPs present seasonal and intra-daily (hourly) variations in heat exposure. These can be used to estimate the associated health and productivity impacts. Fig. 2 demonstrates examples of data from Delhi, India, in August 1999 (August being one of the hottest months in Northern India).

**Fig. 1.** Conceptual distribution of work capacity in relation to heat exposure (WBGT) and clothing based on ergonomic practice (7) and the international standard for work in hot environments (17). (Shorts or other very light clothing are not expected to be worn for work at WBGT below 15°C; common work clothes provide protection down to below 10°C, while they increase heat stress somewhat at WBGT above 25°C; at extreme hot and cold exposures special clothing can protect work capacity).

Hothaps (high occupational temperature health and productivity suppression) programme overview (towards IPCC 2013)

**Achievements to date: problem definition and preliminary global assessments**

The Hothaps team has identified this problem associated with climate change and raised awareness of this effect of climate change via annual conference presentations, published journal articles (16), book chapters (20, 21) and monographs (2, 22), in order to alert interested people to the potential occupational health problems that increased heat exposure might cause. The physiological and ergonomic mechanisms behind the effects of heat on humans have been reviewed (23, 24). A first global assessment of the impact of workplace heat on productivity has been carried out (25). Plans for future Hothaps work have been developed and fundraising for this research has started.

**Current activities: methodological development, model design and study planning**

Specific methods for improving heat exposure estimation (for instance the calculation of WBGT from weather station data) and the PHEP is under development and will be tested and promoted as a new tool for improved human exposure assessment. Modelling of heat exposure and the related effects based on existing physiological models is providing first stage estimates of how the increasing human heat exposure may impact on different population groups in different parts of the world. Preliminary global assessments of heat-related productivity loss or burden of disease are indicating how large the Hothaps effect may become with climate change, and its geographical distribution.

The different elements of health impact analysis (for instance burden of disease elements) are currently reviewed by the Hothaps team and new models for calculating impacts will be developed and tested. Besides WBGT, other relevant heat stress indices will also be reviewed. Human variability in the heat–health relationships will be quantified by using statistical distribution concepts and incorporated into statistical models for impact analysis. The need for preventive interventions in occupational health is also under study, including assessments of the prevention provided by international guidelines and standards. The plan and protocols for local Hothaps field studies in different parts of the world are being tested and funding for research is being sought. Four pilot studies are currently being carried out in India, Thailand and Costa Rica.

**Future plans: field studies to assess local conditions in different countries, 2009–2011**

In as many places as possible, Hothaps field studies will be carried out in as many places as possible, generating new evidence about health and productivity effects, local heat warning systems and preventive occupational health programmes. The results will be pooled to produce new quantitative exposure–response relationships for effects of excessive heat exposure on occupational health and productivity. Heat exposure descriptions based on local PHEPs will, together with climate change models, be developed into projected future occupational heat exposure scenarios and combined with exposure–response relationships to produce local or national climate change occupational health and productivity impact assessments.
Fig. 2. Examples of hourly data in a Population Heat Exposure Profile for Delhi, August 1999. Includes shade temperature, dew point, relative humidity, wind speed, solar radiation (global) and WBGT outdoors (middle curve, averages; bottom and top curves, 5th and 95th percentiles of values for each hour on individual days during the month).
Future plans: detailed quantitative global assessments and preventive strategies, 2011–2012

Global occupational heat stress maps will be produced based on PHEPs and climate change predictions. The results of Hothaps field studies and heat exposure mapping will be used to make global health and productivity impact assessments. New preventive interventions (‘adaptation’ approaches) for occupational health will be devised. The results of the Hothaps global occupational health impact analysis will be delivered to the IPCC.

Aims and objectives for the Hothaps (high occupational temperature health and productivity suppression) field studies

Overall aims
The Hothaps international research programme aims at characterising and quantifying the effects of heat on occupational health and work capacity in different parts of the world, taking future climate change into account. It also aims at building knowledge about and finding effective preventive interventions (adaptation) against increasing occupational heat stress due to global climate change.

Specific objectives

1) Develop improved methods to quantify heat exposure relevant to human health and performance (work capacity), based on an established heat stress index and routine weather station data.
2) Identify heat exposure situations that create health risks and reduce the ability of people to carry out daily tasks or work, and identify the locations in the world where such effects are already common during the hot season.
3) Identify occupations in countries in different climate zones that are particularly vulnerable to heat-induced health risks and work capacity suppression, due to the work being outdoors during the hot season or indoors in places where heat reducing interventions are not in place.
4) Measure the impact of heat exposure on current work output and daily life activities, and, if possible, on relevant physiological and psychological indices as well as clinical disease.
5) Determine in selected countries how small shifts in temperature and heat exposure due to climate change or climate variability may impact on occupational health risks and work capacity in different occupations and assess how this compares to other ‘dis-abilities’ caused by disease or injury.
6) Model the empirical relationship between recorded weather variables and observed workplace heat stress, to enable estimation of occupational heat stress in countries where field studies are yet to be carried out, and thereby to evaluate the global impact of the Hothaps effect.
7) Provide input into analyses of climate change impact on population health, worker productivity and economic conditions at local, national and global level.
8) Identify preventive measures (‘adaptation’) that can be taken to reduce the current and future climate impacts on occupational health and quantify their effectiveness in different countries and settings.

Overview of field study components
The Hothaps field study programme contains five components briefly described below (detailed protocols can be acquired from the Hothaps team). The proposed methods will need to be adapted to local conditions, while harmonisation of exposure and effect variables is important for combined analysis of the global Hothaps impact. Ideally, a Hothaps pilot study should be completed before carrying out the subsequent field studies. However, the components can be carried out separately or in combination. The field studies should ideally be carried out using participatory approaches with key target groups in order to ensure that the studies take their concerns into account.

Pilot study for Hothaps field studies
The pilot study will describe the general heat exposure situation for people in the country, make initial comments on how people cope with heat, and tentatively identify occupational and community groups that might already be affected by heat and therefore particularly vulnerable to increasing heat caused by future climate change. The first stage would be a literature review of any local information on heat problems at work, warning systems and preventive interventions (the review of published and unpublished information should ideally go back to the 1950s as in some countries studies were carried out this long ago). Existing workplace heat exposure data can be complemented by climate measurements in selected workplaces to compare with published data or weather station data.

A list of broad questions will be used to collect information from key informants about the heat exposure situation and impacts on health and work capacity in a specific location (a suggested questionnaire will be provided by the Hothaps team). The key informants could include occupational health practitioners, public health professionals, social scientists, community organisation representatives and well-informed people from different economic sectors.

The questionnaire study will identify common observations of the way people describe the impacts of heat on
their health, and will collect ‘anecdotal’ evidence about how work and daily life are affected by heat and what measures people take to reduce the impact of heat. These qualitative data can be used to generate hypotheses about specific factors that influence heat stress, to identify potential preventive interventions and to inform quantitative studies. The information about the types of heat protection interventions used in the study location can be combined with the literature review information to propose heat warning systems and other preventive interventions.

The pilot study report is an important first step towards the other components of the programme and related fundraising activity. The report should ideally include a proposed timetable and budget for each of the other programme components the research group is considering.

**Basic local heat monitoring and occupational exposure assessment**

The basic contributors to human heat exposure are air temperature and humidity, wind speed and heat radiation (which in outdoor locations is usually from solar radiation). Thousands of weather stations around the world measure at least the first three of these variables. However, spatial and temporal variations at local level are great, and to estimate human heat exposure accurately, local measurements at workplaces are needed.

The preferred heat stress index is WBGT. There are two components of the WBGT that are not measured routinely at weather stations, the natural wet bulb temperature and the globe temperature. If specialised equipment can be acquired, it is possible to carry out measurement of all the WBGT components. However, without such equipment, measurement of air temperature and humidity is a good starting point for calculating WBGT using the methods used in the PHEPs with assumptions about wind speed and heat radiation exposure.

**Exploratory qualitative studies of occupational heat impacts and preventive approaches**

In this component groups of heat exposed workers are asked to answer questions in a questionnaire similar to the one used in the pilot-study with key informants. A participatory approach can be used to adapt the questionnaire to local concerns, and data collection may be carried out via individual questionnaires or via focus groups. The results will help generate hypotheses that can be investigated with quantitative studies, and they will produce examples of the type of heat prevention interventions used by workers. The application of special heat warning systems, occupational heat exposure guidelines and organised re-hydration programmes can also be analysed.

**Quantitative studies of occupational health impacts, work capacity and prevention**

This study component measures the actual difference in health and work capacity effects of heat between seasons with different levels of heat exposure in the same groups of workers. Occupational groups to include are those that would be vulnerable to heat exposure as identified in the pilot-study or qualitative study. The results can be expressed as quantitative exposure–response relationships for different types of effects. The quantitative study provides a basis for estimating future trends in occupational health risks and daily work capacity and economic impacts when climate conditions change. This type of study can also quantify the effectiveness of different methods to reduce heat exposure and impacts (preventive interventions or adaptation methods).

**Health and productivity impact assessment of local climate change on occupational health**

With the exposure-response relationships identified with the quantitative studies and local heat exposure estimates, it will be possible to calculate the future impact not only on individuals, but also at population level based on the estimated climate change at a particular place. Additional input data required are the estimated future age distribution and occupation distribution of the population of interest, and the extent to which they are working outdoors and/or indoors, with or without air conditioning or other effective cooling technologies. The results are estimates of the current and future health risks, the lost work hours due to reduced work capacity (a ‘trade-off’ between health risk and work productivity), and potential economic impacts as a function of the degree of climate change at the locality.

Population-based estimates of climate change impacts on occupational health, worker productivity and the economy will enable estimates of how different cooling mechanisms can influence each of these variables, as well as the cost–benefit relationship of various preventive adaptation approaches. The Hothaps team will provide detailed guidance on how each component of the field studies should be carried out.

**Conclusions and invitation**

Climate change will pose a number of health threats. The effects on working people have not yet been fully analysed. The aim of the Hothaps programme is to assess the effects of a hotter climate on occupational health and productivity. The physiological and ergonomic basis of these potential effects of climate change is well known, but the impacts in different countries and occupational groups have as yet been only poorly quantified.

The threats to health, well-being and the economy from the ‘Hothaps effect’ strengthens the need for
mitigation of climate change and for preventive interventions (adaptation) through design of urban areas, housing and workplaces that reduce heat exposure, and through public and occupational health programmes that protect individuals at risk.

This article invites interested scientists around the world to join the research programme by carrying out field studies in their locality. Of particular interest are locations in tropical countries where large population groups are working in hot environments without adequate protection from heat.
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The Arctic has warmed substantially over the last few decades. A recent study shows that temperatures over the last century increased almost three times faster in the Arctic than elsewhere in the Northern Hemisphere, reversing a 2000-year cooling trend, and outpacing current climate model predictions (1). This rapid warming trend is anticipated to continue into the next century with temperature increases exceeding those predicted in the rest of the Northern Hemisphere and will result in accelerated loss of land and sea ice, and an increased rate of sea level rise, with global consequences. These changes are already impacting local communities, which have observed profound changes in their local environments, and are leading to significant economic and cultural upheaval particularly for the indigenous peoples of the Arctic (2). Because climate change is more advanced in the Arctic than other regions of the world, the Arctic can play a vital role in preparing the world for what is to come.

Resident indigenous populations of the Arctic are uniquely vulnerable to climate change because of their close relationship with, and dependence on, the land, sea and natural resources for their well-being (3). Direct health threats from climate change include morbidity and mortality resulting from increasing extreme events (storms, floods, increased heat and cold) and an increased incidence of injury and mortality associated with unpredictable ice and storm conditions. Indirect effects include increased mental and social stress related to changes in environment and loss of traditional lifestyle; potential changes in bacterial and viral diseases; and decreased access to quality water sources (4, 5). Some regions are at risk for increasing illness due to failing sanitation infrastructure resulting from changes in permafrost and storm surges. Some regions will also experience changes in diet resulting from changes in subsistence species distribution and accessibility (6). This may result in a shift away from a traditional subsistence diet to a more Western diet. While this shift may be beneficial, providing a more varied and reliable diet, the increased accessibility to processed foods, high in saturated fats and sugar, may result in an increase in the incidence of obesity, diabetes, cardiovascular disease and cancer (7, 8). Projected warming will affect the transport, distribution and behaviour of contaminants, further threatening the safety of the traditional food supply and potentially increasing human exposure (9). Higher temperatures at lower latitudes will increase volatilisation of contaminants resulting in increased delivery of contaminants to the Arctic. As precipitation increases over land, river flow will increase resulting in greater delivery of contaminants to the coasts and oceans.

These health impacts are taking place in the context of ongoing cultural and socioeconomic changes occurring in Arctic communities. Climate change represents another of many sources of stress on these northern societies and cultures as it affects the relationship between the people and the land and environment, which will further stress communities and individual psychosocial health. The potential impact on human health will differ from place to place depending on regional, and even local, differences in climate change as well as variations in health status and adaptive capacity of different populations (3).

Arctic populations have a long history of both endemic and epidemic infectious diseases (10). Despite advances in antimicrobial therapy, and availability of vaccines, high rates of invasive diseases caused by Streptococcus pneumoniae, Haemophilus influenzae and Mycobacterium tuberculosis persist. Sharp seasonal epidemics of viral respiratory infections also commonly occur. The over-use of antimicrobial drugs in some regions has led to the emergence of multi-resistant S. pneumoniae, Helicobacter pylori and methicillin-resistant Staphylococcus aureus.

The impact of climate on the incidence of these existing infectious disease challenges is unknown. However, it is
known that inadequate housing and sanitation are already important determinants of infectious disease transmission in many Arctic regions. Damage to the sanitation infrastructure by melting permafrost or flooding may therefore result in increased rates of hospitalisation among children for respiratory infections, as well as an increased rate of skin infections, and diarrhoeal diseases caused by bacterial, viral and parasitic pathogens (11).

Some infectious diseases are unique to the Arctic and lifestyles of the indigenous populations, and may increase in a warming Arctic. For example, many Arctic residents depend on subsistence hunting, fishing and gathering for food, and a predictable climate for food storage. Food storage methods often include above ground air-drying of fish and meat at ambient temperature, below ground cold storage on or near the permafrost, and fermentation. Changes in climate may prevent the drying of fish or meat, resulting in spoilage. Similarly, loss of the permafrost may result in spoilage of food stored below ground. Outbreaks of food-borne botulism occur sporadically in communities in the Arctic and are caused by ingestion of improperly prepared fermented traditional foods (12–14). Because germination of Clostridium botulinum spores and toxin production occurs at temperatures above 4°C, it is possible that warmer ambient temperatures in these regions associated with climate change may result in an increase in the rates of food-borne botulism. Outbreaks of Vibrio parahemolyticus gastroenteritis are commonly associated with sea water temperatures above 15°C. An outbreak of gastroenteritis caused by V. parahemolyticus was documented among cruise ship passengers consuming raw oysters in Prince William Sound, Alaska (15) and provides direct evidence of an association between rising sea water temperature and onset of illness. In order to prevent further oyster farm outbreaks, a water temperature monitoring and shell-fish testing programme has been recommended. No additional outbreaks have been reported.

Warmer temperatures may allow an infected host animal species to survive winters in larger numbers, increase in population and expand their range of habitation and thus increase the opportunity to pass infections to humans. For example, the climate-related northern expansion of the boreal forest in Alaska and northern Canada has favoured the steady northward advance of the beaver, extending the range of Giardia lamblia, a parasitic infection of the beaver that can infect other mammals, including humans who use untreated surface water (2). Similarly, warmer temperatures in the Arctic and sub-Arctic regions could support the expansion of the geographical range and populations of foxes and voles, common carriers of Echinococcus multilocularis and the cause of alveolar echinococcus in humans (16, 17).

Climate change may influence the density and distribution of animal hosts and mosquito vectors which could result in an increase in human illness or a shift in the geographical range of disease caused by these agents. West Nile virus entered the USA in 1999, and in subsequent years infected human, horse, mosquito and bird populations across the USA, and as far north as northern Manitoba (18). In the Russian Federation infected birds and humans have been detected as far north as the region of Novosibirsk (19). In Sweden the incidence of tick-borne encephalitis (TBE) has substantially increased since the mid-1980s. This increase corresponds to a trend of milder winters and an earlier onset of spring resulting in an increase in the tick population (Ixodes ricinus) that carries the virus responsible for TBE and other potential pathogens. Similarly in Northeastern Canada, climate change is projected to result in a northward shift in the range of Ixodes scapularis, a tick that carries Borrelia burgdorferi the etiologic agent of Lyme disease (20). Major increases in the prevalence of hantavirus and tick-borne infections in human populations in northern Europe and central Asia during the last decade have been associated with rodent population irruptions linked to a series of exceptionally warm winters (21, 22). In the unexpected outbreak of Puumula virus (a Hanta virus) in northern Sweden in 2007, the incidence was found to be 313/100,000 inhabitants in Västerbotten County. The increase in the rodent population, milder weather and less snow cover were probably contributing factors (21). Similar outbreaks have been noted in the Russian Federation (19). Whether or not disease in humans is a result of these climate-induced alterations of vector range depends on many other factors, such as land-use practices, human behaviour, human population density and adequacy of the public health response.

The public health response to these emerging microbial threats should be focused regionally include enhancing the public health capacity to monitor diseases with potentially large public health impacts, including respiratory diseases in children, skin infections and diarrhoeal diseases, particularly in communities being undermined by melting permafrost that is damaging water and sewage systems. Monitoring certain vector-borne diseases, such as West Nile virus, Lyme disease, TBE and Puumula virus should be priorities in areas at the margins of focal regions known to support both animal and insect vectors and where climate change may promote the geographic expansion of vectors.

Because Arctic populations are relatively small and widely dispersed, region-specific detection of significant trends in emerging climate-related infectious diseases may be delayed. This difficulty may be overcome by linking regional monitoring systems for the purposes of sharing standardised information on climate-sensitive infectious diseases of mutual concern over larger areas. Efforts should be made to harmonise notifiable disease registries, laboratory methods and clinical surveillance definitions
Public health capacity should be enhanced to promptly respond to infectious disease food and water-borne outbreaks (botulism or gastroenteritis caused by \textit{G. lamblia}, \textit{Cryptosporidium} or \textit{V. parahaemolyticus}). Public health research is needed to determine the baseline prevalence of potential climate-sensitive infectious diseases (e.g. West Nile virus, Puamula virus, \textit{Borrelia spp.}, \textit{Brucella spp.}, \textit{Echinococcus spp.}, \textit{Toxoplasma spp.}, and intestinal protozoa) in both human and animal hosts in regions where emergence may be expected. Such studies can be used to accumulate additional evidence of the effect of climate change or weather on infectious disease emergence, to guide early detection and public health intervention strategies, and to provide science-based support for public health actions on climate change.
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Tularaemia is a vector-borne infectious disease. A large majority of cases transmitted to humans by blood-feeding arthropods occur during the summer season and is linked to increased temperatures. Therefore, the effect of climate change is likely to have an effect on tularaemia transmission patterns in highly endemic areas of Sweden. In this report, we use simulated climate change scenario data and empirical data of temperatures critical to tularaemia transmission to forecast tularaemia outbreak activity. The five high-endemic counties: Dalarna, Gävleborg, Norrbotten, Värmland and Örebro represent only 14.6% of the total population of Sweden, but have recorded 40.1–81.1% of the number of annual human tularaemia in Sweden from 1997 until 2008. We project here earlier starts and a later termination of future tularaemia outbreaks for the time period 2010–2100. For five localised outbreak areas; Gagnef (Dalarna), Ljusdal (Gävleborg), Harads (Norrbotten), Karlstad (Värmland) and Örebro municipality (Örebro), the climate scenario suggests an approximately 2 °C increase in monthly average summer temperatures leading to increases in outbreak durations ranging from 3.5 weeks (Harads) to 6.6 weeks (Karlstad) between 2010 and 2100. In contrast, an analysis of precipitation scenarios indicates fairly stable projected levels of precipitation during the summer months. Thus, there should not be an increased abundance of late summer mosquitoes that are believed to be main vectors for transmission to humans in these areas. In conclusion, the results indicate that the future climate changes will lead to an increased burden of tularaemia in high-endemic areas of Sweden during the coming decades.
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Since the first description in Sweden in the 1930s (1), tularaemia has occurred predominantly in some northern and central areas of the country but, recently, the disease has extended southwards resulting in a considerable number of human cases in emerging areas. In 2003, for example, 700 individuals were diagnosed with tularaemia and half of them were affected in areas south of the river Dalälven cutting across central Sweden from the mountains in the west to its draining areas in the Botnian Sea in the east (2). The large majority of humans that contract tularaemia get infected in late summer and autumn (3, 4). Tularaemia is a zoonotic, often vector-borne disease occurring in a wide range of mammals and caused by the intracellular bacterium Francisella tularensis (5). In Europe, the etiological agent is F. tularensis subsp. holarctica (Type B) that appears to have a strong association with water since many humans report to have contracted disease around lakes and rivers. The precise relationship between water and the persistence and spread of F. tularensis is, however, not well characterised, much due to the fact that the bacterium is difficult to culture from water samples (6, 7). Its presence in water and sediments has been proven through inoculation of samples into laboratory animals, from which culturable bacteria subsequently have been isolated.

Worldwide, a wide range of arthropods has been identified in the transmission of tularaemia to mamalian hosts, including ticks, tabanid flies (horseflies and deerflies), fleas and mosquitoes (8). Subspecies holarctica is believed to be heavily dependent on transmission by ticks, mites, tabanid flies and mosquitoes. In central Europe, blood-feeding mites and ticks are believed to be
most important vectors for rodent transmission of *F. tularensis* and to maintain epizootic tularaemia foci (9). In particular, *Dermacentor reticulatus* has been implicated to play a significant role in transmission of *F. tularensis* among small mammals in Europe but it does not feed on humans. Only *Ixodes ricinus* is capable of transmitting tularaemia to humans but overall, tick-borne human cases appear to be infrequent in central and northern Europe. As human tularaemia vectors, tabanid flies and mosquitoes appear to be essential in northern Europe including Sweden (4). In Northern Scandinavia, ticks are rare while tularaemia is sometimes common. According to clinical data, the predominant route of transmission to humans in Sweden is through mosquito bites. Some 10 mosquito species have been found to be naturally infected but the exact roles of different species for the spread of tularaemia in Sweden and other Scandinavian countries are not known.

In view of this background, it is apparent that much research is required before a complete understanding of the epidemiology and the risk factors for human tularaemia outbreaks can be obtained. Thorough field and experimental research on the ecology of *F. tularen-sis*, its transmission routes to humans, and biotic and abiotic prerequisites for tularaemia outbreaks will be invaluable to create models for disease prediction. Before robust field and experimental data exists, it is still possible to develop statistical projections for the purpose based on existing knowledge of correlations between climate parameters and human tularaemia cases. One such attempt using a large-scale climate approach has been performed. Using the North Atlantic Oscillation (NAO) index representing the dominant mode of winter climate variability in the whole North Atlantic region, it was concluded that a low NAO-index indicating cold winters, and low water flow in rivers during the following summer was associated with high numbers of human cases of tularaemia in Sweden two years later (10). Considering the scarcity of studies, additional work seems warranted. There is precedence from other parts of the world that the current wealth of climate data and models of future climate conditions can be used as a foundation to predict future transmission patterns. For example, a recent study generated models based on historical data on tularaemia and plague from the USA that were consistent in relation to known climate changes over the period. The models were then used to forecast likely shifts in patterns of transmission over the next 50 years (11).

The present study aims to utilise regional climate change scenario data for Sweden and regional data on past human tularaemia infections to create a model that forecast the magnitude of future human outbreaks.

---

**Materials and methods**

**Data on human tularaemia**

Tularaemia in humans is a disease that is mandatory to report. The figures used here were based on annual numbers of human tularaemia cases reported to County Medical Officers for Communicable Diseases in all regions of Sweden and are available at the website of the Swedish Institute for Infectious Disease Control (http://www.smittskyddsinstitutet.se). Demographic data for Sweden year 2008 was obtained from Statistics Sweden available at http://www.ssd.scb.se.

**Climate change scenario data**

A 140-year model run of regional climate simulations for Sweden performed at the Rossby Center, SMHI, Sweden, was used (12). Scenario data for the period 2000–2100 using the regional climate model RCA3 and the Intergovernmental Panel on Climate Change (IPCC) Special Report on Emissions Scenario B2 was downloaded at http://www.smhi.se. The resolution was given as 50 × 50 km squares. The data was arranged to regions by use of the WGS84 coordinates for the square centres. A square with its centre coordinate within a regional border was assigned to that region.

**Empirical data for deciding temperatures suitable for tularaemia transmission to humans**

Reported date of disease onset for 379 individuals 1981–2007 in Dalarna County was obtained from the local County Medical Office and used for prediction of time and temperature ranges suitable for tularaemia transmission in Sweden. Outbreaks with five or more cases were used to determine the date for first and last case of the epidemic, respectively. For these time points, the average temperatures (±3 days around the day of onset of disease) were used to determine the temperature critical for the start and the termination of an epidemic.

**Visualisation of trends in climate change scenario data**

At the regional level, monthly average values were calculated for temperature and precipitation using the corresponding 50 × 50 km squares. The data was smoothed by a non-parametric method for estimating local regression surfaces, loess smoother, with the span-parameter set to 0.75 for each variable and county and visualised using in-house S-Plus scripts (13).

**Outbreak duration calculated from scenario data**

For each year, geographical region and local outbreak area, the first and last human tularaemia case was predicted using scenario data as follows: The temperature profile of an area was obtained by linear interpolation of
monthly smoothened scenario mean temperatures from May to October. Time points for first and last case of an epidemic was predicted with the intersections of the temperature profile and the empirically determined temperatures critical for start and end of a human tularaemia epidemic. The duration of an epidemic was obtained as the estimated interval.

Results
The five investigated counties reported 40.1–81.1% of the total number of annual human tularaemia in Sweden 1997–2008 (Fig. 1A). The counties Dalarna, Gävleborg, Norrbotten, Värmland and Örebro contain 14.61% of the total population of Sweden (1,352,558/9,256,347 inhabitants) with annual tularaemia incidences per 100,000 inhabitants of 0.70–78.05 (Dalarna), 0.70–66.04 (Gävleborg), 0.38–20.82 (Norrbotten), 0–24.86 (Värmland) and 0–54.78 (Örebro) during the same time period. The geographical distribution of tularaemia within counties was uneven with a large fraction of disease reports from repeated outbreaks in more restricted geographical areas; namely, Gagnef and adjacent villages (Dalarna), Ljusdal (Gävleborg), Harads (Norrbotten), Karlstad (Värmland) and Örebro municipality (Örebro) (Fig. 1B).

An analysis of summer temperatures was performed under the assumption that late summer epidemics of tularaemia in Sweden require temperatures critical for replication of the infectious agent and dispersal by blood-feeding arthropods. Temperature scenarios projected for the five tularaemia hotspot areas showed an increase in average monthly summer temperatures during the period 2010–2100 (Fig. 2). The analysis suggests that a critical time point for the start of a summer epidemic will occur earlier in the future. Simultaneously, a temperature-dependent termination of a summer epidemic will be displaced to a later time point. This overall scenario is similarly projected for all five endemic areas. The scenario suggests an approximately 2°C increase in monthly average summer temperatures during the years 2010–2100. Then, an analysis of projected summer precipitation was performed under the assumption that vector abundance in late summer (mainly flood mosquitoes) will be dependent on local spring and summer rains. The precipitation analysis showed a fairly stable projected level of precipitation during the summer months (Fig. 3). A slight increase was projected for late October, an effect that will be much more pronounced during winter months according to the used climate scenario (data not shown). Projections of temperature and precipitation changes were also performed at the regional scale for Dalarna, Gävleborg, Norrbotten, Värmland and Örebro, and very similar trends were obtained at this larger geographical scale (data not shown).

A projected temperature-dependent increase in duration of human tularaemia epidemics for five tularaemia high-endemic areas is shown in Fig. 4. An analysis of the projected displacement in time of temperatures critical to the start and termination of human tularaemia outbreaks suggests that the effects may be pronounced. The projection indicates increases in outbreak durations as follows: 3.5 weeks (for Harads), 4.9 (Örebro), 5.5 (Ljusdal), 6.0 (Gagnef) and 6.6 (Karlstad) during the time period 2010–2100.
Discussion

Tularaemia is a disease which occurs only in the Northern hemisphere and in most countries presenting as isolated cases. However, in a few countries there exist regions where tularaemia has been endemic for many decades, most notably in Sweden, Finland and Russia (14). In Sweden, it is well known that certain regions have been affected since the 1930’s and with such high incidences that has become a public health problem. The most notable examples in this regard are the county of Ljusdal along the river Ljusnan in Gävleborg and a few counties and villages, e.g. Gagnef, along the river Västerdalälven in Dalarna. The existing data on tularaemia cases in Sweden, even when going back many decades, demonstrate that an absolute majority have occurred during a narrow span of the year, commencing in late July and terminating in mid-September, sometimes during an even more narrow time span (15). Thus, the seasonality unequivocally demonstrates that a number of climate factors must be intimately linked to the outbreaks. The most obvious factor is temperature, since the seasonal changes in Sweden are very marked and the periods of the outbreaks are characterised by much higher temperatures than those during the remainder of the year. Although our knowledge is incomplete as to why there is such strong association with temperature, there are many temperature-affected parameters that are intimately linked to the transmission, such as precipitation, water temperatures and abundance of blood-feeding arthropods, e.g. mosquitoes, which may transfer disease to humans.

In view of the predicted highly significant temperature increases by all existing climate models, we therefore postulated that these increases will coincide with extended annual time spans for tularaemia outbreaks. To this end, we simulated future changes in temperature and precipitation for today’s endemic areas, Karlstad, Örebro, Gagnef, Ljusdal and Harads. Our analysis demonstrates that there will be much longer time spans with temperatures allowing tularaemia outbreaks in the coming decades (Fig. 4). The model predicted that the extension to some extent will be dependent on the geographical location. The most pronounced increases will be in the areas of Karlstad and Gagnef followed by Ljusdal (Fig. 1B and 4). Measured as a
relative increase compared with current permissive transmission periods, the projected increase is largest for the area of Ljusdal. Our analyses suggest a two-fold increase of the period suitable for tularemia transmission in Ljusdal with a following increase of the disease burden. In this study, we chose to use Rossby centre climate simulation data (12) which are based on the climate change scenario B2 prepared by the IPCC (16). The decision to use the B2 scenario meant that our projections are conservative as it assumes lower CO₂ concentrations, and less change in land use as compared with another frequently used scenario, named A2. The use of the less conservative scenario A2 for this study would have produced more pronounced climate change effects including greater and more rapid temperature increases.

In contrast to previous studies using the NAO-index which models very large geographical scale climate changes (10, 17), we selected to use a regional simulation model with a resolution of only 50 × 50 km. A smaller geographical scale approach to climate change seems warranted in attempts to forecast tularemia outbreaks since the disease is known to be highly localized. Both past (18) and more recent research have suggested that tularemia is included among the diseases that display a pronounced ‘natural nidality’ (nidus means nest, home or habitat). Such nidi could be as large as a landscape zone, such as the flat land adjacent to a river, or as small as a single rodent burrow (‘a microfocus’). Permanent foci (‘elementary foci’) are present where there is an environmental reservoir of an infectious agent. The maintenance of several vector-borne infections, such as plague and tick-borne encephalitis appear to be best explained by natural nidality (19). In a recent field survey on Martha’s Vineyard, Massachusetts, ticks infected by F. tularenis were found in a natural microfocus with a diameter of only a few hundred metres where the agent of tularemia stably persisted for a period of four years (20). Similarly, previous studies of human infections in Ljusdal (Gäveborg) and in villages along Västerdalälven (Dalarna) in Sweden have shown that the same genotype of F. tularenis overwinters between outbreaks within geographical scales of 50 km.

Fig. 3. Projected monthly average precipitation (mm/day) for the period 2000–2100. The projections (black lines) for the localised outbreak areas Örebro, Karlstad, Gagnef, Ljusdal and Harads are based on the IPCC climate scenario B2.
and cause infections in humans for a time period of more than 17 years (21, 22). Collectively, these results strongly suggest that local climate parameters in tularemia high-endemic areas should be better for forecasting outbreak activity than global scale climate parameters.

The analysis indicated only marginal changes in the precipitation, albeit changes will occur during the middle of the modelled period (Fig. 3). In an ongoing eco-epidemiological project, we have postulated that *F. tularensis* has an enzootic life cycle in Sweden. Its natural habitat is predicted to be wetlands and natural waters, where the organism constitutes a natural part of the microbial food web in interplay with protozoa and biofilms. Mosquitoes would become infected already during their larval stages in water and thus constitute the link between the aquatic and the terrestrial environments. In our hypothesis, rodents and lagomorphs are dead-end hosts for *F. tularensis* and rarely disseminate tularemia to other animals and to humans and only by direct contact. A change of environmental factors, such as an increased abundance of nutrient-rich wetlands in close proximity to populated areas, is predicted to be an important factor for the incidence and magnitude of tularemia outbreaks. Thus, if the hypothesis is true, then precipitation during the summer months will be an important factor affecting the occurrence of late summer mosquitoes and thereby the transmission of tularemia. Our current findings indicated, however, that changes in precipitation in the tularemia hotspot areas will be subtle and therefore should not be decisive for the future outbreaks of tularemia. Still, this prediction has a number of caveats. First, the role of precipitation for mosquito abundance may be complex, so projections based on overall precipitation may be too simplistic. Additional parameters probably influence the mosquito abundance considerably, e.g. forerunner wetness, soil type, and rates of evaporation and transpiration. Moreover, excessive rainfall can decimate some mosquito populations by flushing larval habitats or antecedent drought may reduce competitor species of mosquito larva leading to elevated rates of mosquito production (23). The proportion of mosquitoes that are infectious may also be variable and reflect the distance from their breeding habitats and the age structures of mosquito populations (24). Thus, a detailed and comprehensive modelling of mosquito populations in the future will require more sophisticated models. Finally, the exact relationship between the occurrence of specific mosquito species and transmission of tularemia needs to be clarified.

Apart from climate-driven changes in ecology, like replication habitats for *F. tularensis* and blood-feeding disease vectors, it will also be important to determine how humans adapt to a warmer climate. These issues should be addressed in future research on forecasting the human burden of vector-borne infectious diseases including tularemia. It is likely that human responses to climate change, e.g. changes in residential patterns in proximity to active disease transmission areas, in the period of time spent

![Fig. 4. Projected outbreak duration (in weeks) for the period 2000–2100. The projections for the localised outbreak areas Örebro, Karlstad, Gagnef, Ljusdal and Harads are based on the IPCC climate scenario B2.](image-url)
outdoors versus indoors and in the extent of restoration of wetlands and the future use of irrigation, affect the burden of vector-borne diseases as much as ecological changes.

Considering the increasing temperatures during the coming decades, inevitable changes in the flora and fauna will result and most likely this will affect the geographical distribution of tularemia. Currently, we are lacking the detailed information required to identify the denominators of hotspot regions. Since these regions encounter very high incidences of tularemia, it may be warranted to implement local surveillance systems and preventive health measures such as vaccination of the populations. Therefore, the development of models to precisely identify regions at risk to become tularemia hotspots will be of high priority. The current model is a first step in the development of the required, more sophisticated future models. Even the current simplistic model unambiguously indicates that the future climate changes will lead to an increased burden of tularemia in Sweden during the coming decades and in view of this, additional research will be required to more specifically understand the prerequisites of tularemia outbreaks, enabling the development of sophisticated models that can forecast risks of local outbreaks so appropriate preventive actions can be undertaken.
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Milder winters in northern Scandinavia may contribute to larger outbreaks of haemorrhagic fever virus
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The spread of zoonotic infectious diseases may increase due to climate factors such as temperature, humidity and precipitation. This is also true for hantaviruses, which are globally spread haemorrhagic fever viruses carried by rodents. Hantaviruses are frequently transmitted to humans all over the world and regarded as emerging viral diseases. Climate variations affect the rodent reservoir populations and rodent population peaks coincide with increased number of human cases of hantavirus infections. In northern Sweden, a form of haemorrhagic fever called nephropathia epidemica (NE), caused by the Puumala hantavirus (PUUV) is endemic and during 2006-2007 an unexpected, sudden and large outbreak of NE occurred in this region. The incidence was 313 cases/100,000 inhabitants in the most endemic areas, and from January through March 2007 the outbreak had a dramatic and sudden start with 474 cases in the endemic region alone. The PUUV rodent reservoir is bank voles and immediately before and during the peak of disease outbreak the affected regions experienced extreme climate conditions with a record-breaking warm winter, registering temperatures 6-9°C above normal. No protective snow cover was present before the outbreak and more bank voles than normal came in contact with humans inside or in close to human dwellings. These extreme climate conditions most probably affected the rodent reservoir and are important factors for the severity of the outbreak.
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Viewpoint

Climate change may affect the spread of zoonotic infectious diseases in several ways. The geographic distribution and thereby the population at risk as well as the transmission of these diseases may increase due to climate factors such as temperature, humidity and precipitation (1). The group of zoonotic infectious diseases includes large and increasing number of bacterial, viral and parasitic infections, each with its specific characteristics, reservoir host and mode of transmission (2-6). Several of these infections are recognised as emerging diseases and pose a serious threat to human public health (7). These diseases are most commonly transmitted to humans either directly from animals (e.g. rodents) (4) or by vectors (e.g. mosquitoes and ticks) (2, 3, 8).

Hantaviruses are globally spread haemorrhagic fever viruses carried by various rodents (9). These viruses are frequently transmitted to humans globally and are recognised as emerging viral diseases. Hantaviruses can cause two febrile illnesses in humans: haemorrhagic fever with renal syndrome (HFRS) in Asia and Europe and hantavirus cardiopulmonary syndrome (HCPS) in the Americas, depending on the species of hantavirus (9). HFRS accounts for more than 200,000 cases and thousands of deaths annually, whereas HCPS is much less frequent although more severe with a mortality rate above 40% (9). Severe forms of HFRS are prevalent in China and Korea (Haantan virus) and the Balkans (Dobrava virus) and a milder form, nephropathia epidemica (NE), is most prevalent in Russia, Finland, Sweden, Germany, France, Belgium and Norway. NE is caused by Puumala virus (PUUV) and is transmitted to humans via inhalation of infectious aerosols containing rodent saliva, urine and/or faeces from bank voles (Myodes glareolus) (10).

The bank vole is one of the most abundant mammal species in Europe. Variations in availability of plants and berries due to climate variations affect the vole populations, and in Central Europe these abundance peaks are often related to high tree seed production, which is
supposedly triggered by specific weather conditions (11, 12). In northern Fennoscandia, the bank vole population shows pronounced seasonal and multi-annual fluctuations in population density (13). The cyclic activity of the population dynamics has been explained by variations in predator populations and availability of food (14). The voles serve as prey for several predators, making them an important part in the ecological web in Fennoscandia (15). The bank vole population peaks coincide with increased number of human cases of hantavirus infections (16). In contrast to humans, rodent reservoirs become persistently infected showing no signs of disease or clinical pathology. In humans, after exposure to PUUV there is a 1–5 week incubation period before the NE disease symptoms appear. The disease is characterised by acute onset of high fever, headache, backache, myalgia and abdominal pain (17). Renal impairment is common and there is increasing evidence for a correlation between previous PUUV infection and later chronic renal affection and hypertension. One-third of the patients in Sweden have haemorrhagic symptoms and severe bleedings may occur. Some patients with more severe forms of HFRS (5–10%) die from hypotensive shock or bleeding.

During the last days of December 2006 and the first months of 2007, northern Sweden experienced a sudden and large outbreak of NE with high numbers of NE patients that resulted in a considerable burden on public health services (18). According to the Swedish Communicable Disease Act, NE must be reported and records show that the outbreak peaked during the first three months of 2007 (Fig. 1). In Sweden during 2007 and during 2008, a record-breaking 2,195 NE cases were recorded and more NE cases were diagnosed although not in the similar frequencies as in early 2007. The incidence in one of the most endemic areas – Västerbotten County alone. The NE patients showed all the classical HFRS symptoms and displayed the whole spectra from mild to severe disease requiring hospitalisation and occasionally intensive care. Of the diagnosed patients, 30% were hospitalised and three known fatalities (0.24% case fatality) were recorded in the two most northern counties in Sweden during 2007. Previous NE peaks in 1999 (73/100,000), 2002 (38/100,000) and 2005 (61/100,000) had much lower incidence compared to the record year 2007 (313/100,000) (Fig. 1) even though the bank vole prevalence was similar (18, 19).

One important factor that influences hantavirus transmission to humans is the increased exposure of humans to infected rodent excreta. Several reports from inhabitants in areas where bank voles normally dwell indicated that more bank voles were found in traps inside houses than normal (18). This led to an investigation regarding the weather conditions during this period: interestingly, December 2006 was exceptional with respect to the mild weather with no or very little snow and hard ice-cover in the coastal area of northern Sweden (Fig. 2A). During two previous NE peak periods (2001–2002 and 2004–2005), the number of snow cover were available, the ground was already covered in early winter (Fig. 2A). In December 2006, Sweden experienced an average temperature 4.5–9.5°C warmer than normal and in the most endemic region, Västerbotten County, the average temperature for December was 6.0–9.0°C warmer than normal (Fig. 2B). In previous peak years (December 2001–2002 and 2004–2005), the average temperature was normal (18).

In Sweden during 2007, the NE outbreak seemed to have at least two main determinants, a peak year for bank voles and an extreme climate in the affected regions with a record-breaking warm winter that registered temperatures 6–9°C above normal. The number of NE cases depends on the size of the vole population, which peaks every third to fourth year (16, 20) and an increase in the bank vole population was reported in northern Sweden in the autumn of 2006, similar to the preceding autumn of two NE peaks (1998–1999 and 2004–2005) (19). Thus the bank vole population was high, but not more than previous peak years and could not alone explain the very high number of NE cases in early 2007.

Snow cover, an important factor for bank vole survival, provides insulation from the cold, protection from predators and access to food below the snow (13). Lately, the winters in the regions in northern Sweden where most cases of NE occur have been unusually mild (21). They have been characterised by late snowfall, periods with no snow and sometimes rain followed by freezing temperatures (21) destroying the protective effect of the snow cover. These extreme climate conditions with absence of

**Fig. 1.** Annual incidence of human hantavirus infection in Sweden and Västerbotten County from 1999 through 2008.
the snow cover in northern Sweden during December 2006 and January 2007 probably contributed to the transmission of PUUV from bank voles to humans. The number of NE cases among humans as well as the PUUV prevalence among bank voles is linked to variables favouring the survival of the virus in the environment, such as indirect transmission facilitated by low winter temperatures (22). The increased PUUV transmission in northern Sweden seemed to be facilitated by more frequent contact between bank voles and humans. It is conceivable that during December 2006, when there was no snow cover for a long period, bank voles sought refuge in barns and houses and other buildings, a behaviour that increased the exposure for humans. In 2007 and 2008, there were still rather high numbers of diagnosed NE patients (Fig. 2), but these increases most probably were related to the bank vole population peak during this period (23). Furthermore, the food availability for bank voles could also be affected by climate conditions. In Belgium, the relationship between tree seed production, climate and NE incidence has been analysed and NE epidemics are preceded by

\[ \text{Fig. 2. Climate conditions December 1999–2007 in the NE outbreak area of Västerbotten County. The figures show number of days with snow cover and the average temperature. Snow cover was defined as snow depth >0 cm. The measurements were made in locations approximately 30 km from the coast.} \]
abundant tree seed production (24). Moreover, a direct link between climate and NE incidence was found, with high summer and autumn temperatures, two years and one year, respectively, before NE occurrence, related to high NE incidence (24). Of course, another possible factor for the outbreak could be that the virus itself has mutated and to study this we have compared the PUUV genome from 2007 with previous years. Virus RNA from three patient samples were sequenced and revealed that the obtained sequences were highly homologous to previous rodent PUUV isolates from the area (18, 25).

The bank vole and other rodents play an important role as reservoir for many pathogens that may cause disease in humans and domestic animals (26). Many of these pathogens are recognised as emerging zoonotic infections (7). Climatic changes may greatly affect the rodent population size and behaviour, increasing the risk for transmission of several human pathogens (1, 4). Similarly, other vector-borne infections may increase due to climate change (1, 2, 5, 8). To minimise threats to public health and to maximise preparedness and proper actions, surveillance of reservoirs, vectors and pathogens are of the greatest importance. Attempts to forecast disease outbreaks have focused on the impact of climate variability on infectious diseases (27). Using El Niño/Southern Oscillation-related climate anomalies, vector-borne infections – such as dengue fever, malaria, Rift Valley fever, West Nile fever and hantavirus disease – have been predicted to occur in several parts of the world (28). For the vector-borne Rift Valley fever virus, the risk-mapping model using these climate data predicted areas where outbreaks of Rift Valley fever in humans and animals were expected and occurred in the Horn of Africa from December 2006 to May 2007 (29).

**Conclusion**

A combination of a mild climate at the beginning of winter, loss of protective snow cover and high rodent reservoir numbers likely caused the sudden and dramatic increase of NE cases in the winter 2006/2007 in northern Sweden. The globally spread, rodent-borne hantaviruses should be regarded as an increasing threat to health since future climate change scenarios predict higher temperatures.
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Local scale prediction of *Plasmodium falciparum* malaria transmission in an endemic region using temperature and rainfall
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**Background:** To support malaria control strategies, prior knowledge of disease risk is necessary. Developing a model to explain the transmission of malaria, in endemic and epidemic regions, is of high priority in developing health system interventions. We develop, fit and validate a non-spatial dynamic model driven by meteorological conditions that can capture seasonal malaria transmission dynamics at the village level in a malaria holoendemic area of north-western Burkina Faso.

**Methods:** A total of 676 children aged 6–59 months took part in this study. Trained interviewers visited children at home weekly from December 2003 to November 2004 for *Plasmodium falciparum* malaria infection detection. *Anopheles* daily biting rate, mortality rate and growth rate were evaluated. Digital meteorological stations measured ambient temperature, humidity and rainfall in each site.

**Results:** The overall *P. falciparum* malaria infection incidence was 1.1 episodes per person year. There was strong seasonal variation in *P. falciparum* malaria infection incidence with a peak observed in August and September, corresponding to the rainy season and a high number of mosquitoes. The model estimates of monthly mosquito abundance and the incidence of malaria infection correlated well with observed values. The fit was sensitive to daily mosquito survival and daily human parasite clearance.

**Conclusion:** The model has demonstrated potential for local scale seasonal prediction of *P. falciparum* malaria infection. It could therefore be used to understand malaria transmission dynamics using meteorological parameters as the driving force and to help district health managers in identifying high-risk periods for more focused interventions.

**Keywords:** local scale; modelling; prediction; *Plasmodium falciparum* malaria; under five years; endemic region

Malaria continues to be a deadly disease and action towards its control remains challenging for researchers and policymakers. To support control strategies, prior knowledge of disease risk is necessary. Developing a model to explain the transmission of malaria, in endemic and epidemic regions, is of high priority in developing health system interventions. As malaria is a vector-borne disease, the life cycle of its vector, the female *Anopheles* mosquito, drives the transmission. The life cycles of both the vector and the parasite within the vector depend on the microclimate.

Since the early 20th century, there have been attempts to understand malaria transmission dynamics, through mathematical modelling, to support control efforts. Ross developed the first model to predict malaria transmission and spread of the disease, and later concluded that increasing vector mortality significantly could eradicate malaria (1, 2). In the 1950s, George MacDonald, building on Ross’ model, concluded that, at equilibrium, the weakest link in the cycle of malaria transmission is the adult female *Anopheles* (3). His conclusions formed the basis of the global malaria eradication campaign, with DDT targeted at adult female *Anopheles*. In the 1970s, Dietz and Molineaux, in the Garki project, developed a more sophisticated model, clearly considering human immunity interacting with transmission (4–6).
Further, Halloran and colleagues considered the population-level effects of potential stage-specific vaccines (7). Since then, malaria modelling has drawn significant attention. Populations are modelled as large numbers of interacting individual humans and individual mosquitoes, each with its own characteristics and dynamics (6). Further steps towards biological realism have included the effects of weather (8-16). With the shift back from malaria control to elimination and possible eradication (17-20), a number of current models are focusing on drug resistance (21, 22) and vaccine development (23).

The lack of data in many components of malaria transmission has restricted modelling efforts to a regional scale, since a significant pool of data is needed to test and fit the different sets of parameters. Even though available models are informative for developing global, regional or national malaria control strategies, they are limited in their applicability to local sites. However, local conditions are the main drivers of malaria transmission (24). Thus, better understanding of these conditions and transmission dynamics through modelling may be more informative and relevant for local control efforts.

This study elected to develop and validate a non-spatial dynamic model, driven by meteorological conditions, which can capture seasonal malaria transmission dynamics, at the scale of a single village. This was achieved by using comprehensive field data that included incident cases of human Plasmodium falciparum (Pf) malaria infection, as well as entomological and meteorological data. The focus for human infection was on children under five years, since they are the most vulnerable, and because most infections in this age group will be symptomatic and, therefore, more easily detected.

**Methods**

**Study sites**

This study was conducted in the town of Nouna and the villages of Cissé and Goni. These three sites are part of the Nouna Demographic Surveillance System (DSS) area (25). A detailed description of the study sites is given elsewhere (26).

**Study population**

A total of 676 children (Cissé: 171, Goni: 240 and Nouna: 265), aged 6-59 months, took part in this study. The children were selected in each site by systematic cluster sampling of households from the DSS database. A detailed description of the study population is given elsewhere (27).

**Active case detection: Plasmodium falciparum infection**

In each site, site-based interviewers visited the children weekly to assess their Pf malaria infection status and collect housing conditions data. The case detection methods are extensively described by Yé and colleagues (27).

The outcome measure was a Pf infection episode, defined as an axillary temperature of at least 37.5°C plus a positive malaria parasite test.

**Entomological data**

Mosquito population abundance was monitored by using a standard Center for Disease Control (CDC) Light Trap (LT) (28) from December 2003 through November 2004. Mosquitoes were captured on the first and second day of each month at each site in four randomly selected houses.

LTs fitted with incandescent bulbs were installed close to human volunteers sleeping under untreated mosquito nets in these houses for two consecutive nights from 18:00 to 06:00 hours. In addition, we used the Human Landing Collection (HLC) method, which involves one person sitting inside an uninhabited house and another outside, collecting mosquitoes that land on their exposed legs by using torchlight and test tubes. This was done in two shifts (18:00–24:00 hours and 24:00–06:00). HLC volunteers gave informed consent. They were given malaria prophylaxis and checked for fever for a fortnight after their participation in the study.

Field supervisors transported the mosquitoes caught to the laboratory in a cold-box. A technician in entomology counted and sorted the specimens by species. He classified mosquitoes caught by LT and HLC as ‘unfed’, ‘partly-fed’, ‘fully fed’, ‘semi-gravid’ or ‘gravid’ by external inspection (LT) or dissection (HLC). The technician checked for parity the ovaries of unfed HLC mosquitoes as described by Detinova (29) and Gilles and Warrell (30).

The age structure of the Anopheles gambiae population was assessed by calculating the parity (number of times eggs laid previously). A high fraction of nulliparous mosquitoes (mosquitoes that had never laid eggs) signifies a young population. This is used to estimate the proportion of infectious vectors to calculate the value of the infectious bite rate parameter.

Indoor human bite rates (3) were calculated for each month and site, as follows: Human bite rate: \( ma = Bs/Pn \), where \( Bs \) is the number of A. gambiae caught indoors by HLT; \( P \) is the number of people involved in the capture and \( n \) is the total number of nights.

A. gambiae mortality (\( k \)-value) was calculated for each month and site. This expresses the number of vectors surviving from the egg stage to the adult stage. The monthly number of vectors was transformed into a natural logarithm. For a month with no vectors, the logarithm of one was calculated. Based on previous studies, we assumed the maximum number of eggs oviposited by individual mosquitoes was, \( e = 100 \) eggs (31, 32) on average. To calculate \( k \)-value, the following...
formula (33) was used:

\[ \log (\text{potential_eggs, month } 1) = \log (\text{adults_mosquito +1, month } 1) + \log (e) \text{ and } k\text{-value}_{\text{month } i} = p \log (\text{adults-mosquito, month } 2) \]

The resulting \( k \)-value was used to calculate the monthly mortality rate \( m \), an important parameter of our model, by using the formula: \( m = 1 - 10^{-k\text{-value}} \).

**Measurement of meteorological parameters**

Three site-based meteorological units measured rainfall, temperature and relative humidity on the ground. Units were set for 10-second measurement cycles and 10-minute recording cycles. Details are given elsewhere (27).

**Model development**

**Model description**

We used the so-called “compartmental model” developed by Ross (1) and adapted by MacDonald (3). These models were based on the assumption that the human population can be subdivided into three compartments: (1) susceptible (do not have malaria); (2) infected (have the parasite, but it has not yet developed to the gametocyte stage); and (3) infectious (are symptomatic and have the parasite at the gametocyte stage). Similarly, the vector population can be classified as: (1) susceptible (do not carry the parasite); (2) infected (fertilisation and sporogony); and (3) infectious (sporozoites in the salivary glands). The transmission process starts when an infected vector takes a blood meal from a human. The changes among the subpopulations in each compartment are determined by a set of parameters, like mosquito mortality, bite rate, growth rate, sporogony and gonotrophic cycle duration, and human malaria-induced mortality and parasite clearance rates. Most malaria models were constructed on these basic assumptions, as was the model by McKenzie and others (34) from which our model is derived. In our model, the mosquito population was divided into two subpopulations, non-infected and infected, since we assumed that every mosquito that feeds on an infected human would have 100% probability of becoming infectious if it survived long enough. The state and transition of the model (Fig. 1) shows the changes in each subpopulation given different parameters. These parameters are labelled with Greek characters and defined in Table 1. This model is an extension of a previous model, which was set to detect malaria in the dry season (35). That model was driven by entomological data and did not simulate the dynamics of the vector population. This current one has vector population dynamics, which is driven by temperature and rainfall. Since the dry season in the study region is characterised by total absence of rainfall, a model driven by rainfall would not have been appropriate to capture transmission. Appendix 1 provides the details of the mathematical expressions of the model and the specific assumptions.

**Model implementation, prediction and testing**

The model was driven by temperature, which defines the sporogonic and gonotrophic cycles, and by rainfall. Both meteorological values were used to calculate the carrying capacity \( (k_c) \) described in Appendix 1. To train the model most of the parameters were estimated using field data collected in 2004. Because we did not have data for 2005, the outputs of the model, which consist of monthly mosquito numbers and cases of malaria infection, were compared with data from 2004. The model outputs were normalised to allow comparison with observed values. The normalisation was done by multiplying the monthly value of the model outputs with a constant obtained by dividing the highest value of the observed with the highest value of the model output.

The model was implemented in a Microsoft Excel spreadsheet using a set of difference equations with one day step. Each of the variables representing the human and mosquito subpopulations was followed in a separate column. In addition, at each stage, the model calculated the daily changes of these variables. An offset function was used for processes with delay, such as mosquitoes becoming infectious at the end of the sporogonic cycle.

The model’s goodness of fit \( \Delta \) was determined by using the residual sum of squares (SS) of the difference between the predicted and the observed values of all months. The value of each parameter was determined successively by minimising SS (Table 2). This was continued for all parameters, until no further improvements in fit were possible, which was the common minimum for all parameters. Around the determined joint-optimal value for all parameters, each parameter was varied in turn to determine whether the fit was highly sensitive to the
parameter values. A parameter was ‘sensitive’ if 10% variation in the parameter value caused 30% variation in \( \Delta \). This process was employed in lieu of sufficient data to allow calculation of confidence intervals. The Microsoft Excel ‘Solver Add-In’ function, which uses the Generalized Reduced Gradient (GRG2) method, was used for this process.

The model predicted mosquito abundance and malaria incidence for each month and site for the year 2004. Output values were normalised versus the expected, by multiplying each predicted monthly value by a ratio which was obtained by dividing the observed highest value by the predicted value. The variances for the normalised prediction and observed values were calculated to assess the fit of the model for each site. Small variance suggests good representation of the field data by the model. The fit was also presented graphically, by plotting the monthly predicted and observed values.

### Results

During follow up, out of the 676 children, 20 (3.0%) left the cohort, either because of death (11) or migration out of the study sites (9). Children were not always present at each visit; therefore, the overall person-years (PY) observed were 594.9.

#### Plasmodium falciparum malaria infection incidence

Out of 1,274 fever episodes, 635 were positive for \( Pf \) malaria infection, giving an infection incidence of 1.1 episodes per PY. The lowest incidence was observed in Nouna (0.8 per PY). In Cissé and Goni, the incidences were 1.2 and 1.3, respectively, but not significantly different. There was strong seasonal variation in the incidence, with higher rates in August and September (Table 3).

#### Entomological patterns

Using the LT and HLC method combined, with all species included across all sites, 16,657 mosquitoes were caught. The largest proportion of captured mosquitoes was \( Culex \) (72.19%), followed by \( A. gambiae \) (15.57%), \( Aedes \) (6.3%), \( Mansonia \) (4.6%), \( Anopheles funestus \) (1.5%) and \( Anopheles nili \) (0.1%). The highest number of \( A. gambiae \) was caught in Goni (\( n = 1,431 \)), followed by Cisse (\( n = 598 \)) and Nouna (\( n = 565 \)).

### Table 1. Definition of model parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Definition</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha )</td>
<td>Daily natural per-capita human birth rate</td>
<td>DSS, recalculated in daily birth rate</td>
</tr>
<tr>
<td>( \beta_1 )</td>
<td>Daily natural per-capita human death rate</td>
<td>DSS, recalculated in daily death rate</td>
</tr>
<tr>
<td>( \beta_2 )</td>
<td>Daily malaria-induced per capita death rate in humans</td>
<td>Noun DSS, recalculated in daily death rate</td>
</tr>
<tr>
<td>( q )</td>
<td>Daily malaria clearance rate in humans</td>
<td>Fitted and compared with field data</td>
</tr>
<tr>
<td>( v )</td>
<td>Time delay for human host, from becoming infected to becoming infectious</td>
<td>Dietz et al. (4)</td>
</tr>
<tr>
<td>( m )</td>
<td>Daily mortality rate of vectors</td>
<td>Calculated and fitted</td>
</tr>
<tr>
<td>( r )</td>
<td>Daily mosquito per-capita intrinsic growth rate</td>
<td>Theoretical maximum of 10, precise value fitted from model</td>
</tr>
<tr>
<td>( B )</td>
<td>Daily bite rate of vectors</td>
<td>The lower bound if 1/gonotrophic cycle, precise value fitted from model</td>
</tr>
<tr>
<td>( b )</td>
<td>Daily rate at which vectors bite humans</td>
<td>( B = \beta \times HBI )</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>Daily probability of vector becoming infected after infectious bite</td>
<td>Fitted</td>
</tr>
<tr>
<td>( c )</td>
<td>Time delay for vector from infection to infectious stage</td>
<td>Sporogonic cycle, calculated using Detinova formula 111/(T °C -18)</td>
</tr>
<tr>
<td>( K_t )</td>
<td>Environmental carrying capacity</td>
<td>( K_t = P_{mm} \times akt )</td>
</tr>
</tbody>
</table>

### Table 2. Model parameter values and bounds

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha )</td>
<td>0.000126</td>
<td>0.000126</td>
<td>0.000126</td>
</tr>
<tr>
<td>( \beta_1 )</td>
<td>0.000096</td>
<td>0.000096</td>
<td>0.000096</td>
</tr>
<tr>
<td>( \beta_2 )</td>
<td>0.000041</td>
<td>0.000041</td>
<td>0.000041</td>
</tr>
<tr>
<td>( q )</td>
<td>0.12 [0.10-0.17]</td>
<td>0.12 [0.10-0.17]</td>
<td>0.12 [0.10-0.17]</td>
</tr>
<tr>
<td>( r )</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>( m )</td>
<td>0.15 [0.06-0.20]</td>
<td>0.15 [0.07-0.22]</td>
<td>0.14 [0.05-0.22]</td>
</tr>
<tr>
<td>( b )</td>
<td>0.56 [0.5-0.6]</td>
<td>0.56 [0.5-0.6]</td>
<td>0.56 [0.5-0.6]</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>0.79</td>
<td>0.79</td>
<td>0.79</td>
</tr>
<tr>
<td>( c )</td>
<td>10.6 days [9-14]</td>
<td>13.3 days [9-14]</td>
<td>9.9 days [9-14]</td>
</tr>
</tbody>
</table>
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Table 3. Plasmodium falciparum malaria infection incidence rates, per 1,000, per month and site

<table>
<thead>
<tr>
<th>Months</th>
<th>Cissé</th>
<th>Goni</th>
<th>Nouna</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dec-03</td>
<td>159.2</td>
<td>122.0</td>
<td>88.9</td>
<td>136.6</td>
</tr>
<tr>
<td>Jan-04</td>
<td>43.6</td>
<td>37.6</td>
<td>34.1</td>
<td>37.3</td>
</tr>
<tr>
<td>Feb-04</td>
<td>137.9</td>
<td>38.1</td>
<td>57.5</td>
<td>69.1</td>
</tr>
<tr>
<td>Mar-04</td>
<td>123.4</td>
<td>85.4</td>
<td>42.6</td>
<td>82.6</td>
</tr>
<tr>
<td>Apr-04</td>
<td>14.6</td>
<td>59.2</td>
<td>125.3</td>
<td>72.0</td>
</tr>
<tr>
<td>May-04</td>
<td>6.7</td>
<td>31.0</td>
<td>22.0</td>
<td>26.2</td>
</tr>
<tr>
<td>Jun-04</td>
<td>6.3</td>
<td>29.1</td>
<td>12.4</td>
<td>20.9</td>
</tr>
<tr>
<td>Jul-04</td>
<td>14.2</td>
<td>111.4</td>
<td>35.6</td>
<td>58.0</td>
</tr>
<tr>
<td>Aug-04</td>
<td>268.6</td>
<td>220.7</td>
<td>83.2</td>
<td>220.2</td>
</tr>
<tr>
<td>Sep-04</td>
<td>163.7</td>
<td>272.6</td>
<td>107.0</td>
<td>223.7</td>
</tr>
<tr>
<td>Oct-04</td>
<td>129.6</td>
<td>200.1</td>
<td>126.5</td>
<td>152.5</td>
</tr>
<tr>
<td>Nov-04</td>
<td>87.1</td>
<td>112.6</td>
<td>58.5</td>
<td>84.7</td>
</tr>
<tr>
<td>Total</td>
<td>1166.4</td>
<td>1278.7</td>
<td>692.1</td>
<td>1067.3</td>
</tr>
</tbody>
</table>

Meteorological conditions
All sites presented a similar pattern of meteorological conditions. The rainfall was concentrated in the months from May to October. The total amount of rainfall was higher in Nouna than in Cissé or Goni. The relative humidity pattern followed that of rainfall. The mean temperature was more or less similar in all sites. The average mean temperature for the whole period was lower in Goni, however, with high variation as compared to Cissé and Nouna. A detailed description of the meteorological conditions is given elsewhere (27).

Model simulation
Simulation of daily Anopheles gambiae abundance
In all three sites, rainfall was followed by an increase in the mosquito population two weeks later (Fig. 2). In Cissé, mosquitoes were few (fewer than 10 per day) over the first 120 days of the year, corresponding to January through April. The first peak in mosquito numbers was observed on the 122nd day of the year, followed by a second peak, one month later. These peaks were all observed after a peak in rainfall. Two other peaks in mosquito abundance were observed after the second peak. These increases corresponded to July and August, months with high rainfall. From August on, the vector population decreased significantly and continued to do so towards the end of year, after the end of the rainy season.

In Goni, the simulation produced several peaks in the vector population, following each peak in rainfall. As in Cissé, these peaks were clustered within a period from the 121st to 301st days of the year. This period corresponds with May through October. In contrast to Cissé, although there was some daily variation, the vector population remained high over this period, probably because of the higher amounts of rainfall. After the end of the rainy season, we observed a drop in the mosquito population.

The Nouna site had about the same pattern of mosquito abundance and distribution as Goni, even though rainfall was more abundant. The mosquito population increased shortly after the onset of the rainy season. It remained high (about 100/day), with some variation until the end of the rainy season, when levels decreased to less than 10 mosquitoes daily. As at the other two sites, the highest peak in the mosquito population was observed about two weeks after the highest peak of rainfall in August.

Monthly prediction of Anopheles gambiae abundance compared to observed vector numbers
The model predicted a peak in vector numbers for all sites in September, matching the observations for Goni and Nouna (Fig. 3). In Cissé, the peak in the number of caught mosquitoes was observed one month earlier, in August and this, therefore, did not match the prediction. Consistent across all sites, the model prediction matched with observed numbers from January through April, though the numbers were small. In June, in Cissé and Goni, there was a predicted increase in mosquito population which was not observed in the field. At all three sites, there was a significant decline (both predicted and observed) in the vector population in October, and both remained low in November and December.

Overall, the model predictions fit the observed data. The fit was better in Nouna, where we observed the least variance (Δ = Σ(Oi × Pi)² = 1696.5, SD = 8.8); where Oi is the observed number in the vector population in a month, and Pi is the number predicted by the model. The variances for Goni and Cissé were 11,630.4 and 35,292.2, respectively.

Monthly predicted Plasmodium falciparum malaria infection episodes compared to observed
Incident cases of Pf malaria infection among children were also simulated by the model, per site and per month (Fig. 4). For all sites, there was a seasonal pattern in Pf infection incidence. From December through June, the incidence decreased progressively, and then increased from July through September, after which another decrease was observed. Although the predicted and observed incidences were similar, there were some specific variations, expressed by the variation Δ.

The model predictions matched the observed episodes better in Goni, where the smallest variance was observed (Δ = 626.8, SE = 6.6), versus Nouna (Δ = 733.7, SE = 4.8) and Cissé (Δ = 882.8, SD = 6.7).
Sensitivity of the model to different parameters
The dependence of the variance on the various parameters is presented in Fig. 5(a–f). Each parameter (X axis) is plotted against the variance (Y axis). The best value of the parameter is the one that causes the smallest variance. For instance in Fig. 5a: $m$ shows that a value below 13% as well as values above cause high variance, but this stabilises after 40%; in Fig. 5b: the best value of $b$ is 0.6 (one bite every two days); in Fig. 5c: the best value of $c$ is 13 days; in Fig. 5d: the best value of $c$ is nine days; in Fig. 5e: the best value of $q$ is 11.6% and in Fig. 5f: the best value of $g$ is 71%.
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**Fig. 2.** Mean temperature and rainfall-based predictions of *A. gambiae* population abundance for each site: (a) Cissé, (b) Goni and (c) Nouna. Simulated *A. gambiae* population abundance (black curve) is plotted against the daily temperature (red curve) and the preceding two weeks’ cumulative rainfall (blue curve).
Discussion
A dynamic model to predict malaria transmission among children under age five was developed. The model is composed of five difference equations that express changes in infectious status of the human and vector populations given temperature and rainfall conditions. The model simulated the vector population abundance and the human \( Pf \) malaria infection incidence for each of three ecological settings over one year. Most of the model parameters were calculated based on field data, and then fitted. The model was a good representation of \( Pf \) malaria infection in the region. The predicted mosquito populations and \( Pf \) malaria infection incidences were close to observed values.

Simulation of mosquito dynamics
Rainfall and temperature drive the vector population abundance. The dynamic model represented this adequately in all sites. Peak vector numbers observed about two weeks after a peak in rainfall are characteristic of the vector–rainfall relationship. Indeed, in ideal temperatures (28°C) and conditions, the development of \( A. gambiae \) from the egg to adult stage takes about 14 days (32, 36). The presence of water pools generated by rainwater allows the mosquitoes to lay their eggs, which then develop into adult mosquitoes if the water pools are sustained for at least 14 days. Some potential breeding sites could be expected in the area surrounding wells throughout the year. This is because of the constant spillage of water when people are fetching it. Sometimes, intentional pools are created for purposes of watering cattle. However, these pools are not common and only support a few mosquitoes. Because of the dry conditions in the area, the most important source of breeding sites remains rainfall water, and this explains the high

---

**Fig. 3.** Predicted monthly \( A. gambiae \), compared to observed vector numbers in Cissé (a), Goni (b) and Nouna (c). The monthly prediction (broken line) of \( A. gambiae \) is compared with those caught in the field (full line).

**Fig. 4.** Predicted monthly \( Plasmodium falciparum \) infection episodes versus observed episodes in Cissé (a), Goni (b) and Nouna (c). The monthly prediction (broken line) of episodes is compared with those observed in the field (full line).
abundance of mosquitoes during the rainy season. Rainfall was the main driver of vector abundance. As expected, in all sites the model detected few vectors ($\leq 10$) during the dry season but vectors persisted, despite the total absence of rainfall during this season, probably because of breeding sites created around wells.

Monthly predictions of the number of vectors fit the numbers caught in the field, and, both predicted and observed numbers followed a similar pattern at all sites. This suggests that the model is a good representation of mosquito population dynamics. Some difference in the timing of peak abundance was observed in Cissé; where there was a deviation of one month between the predicted (September) and observed (August) peak. This may have been because of the soil texture in Cissé, which probably is not able to hold water on the surface long enough to allow vector development. However, this was not captured by the current model. Consistent across all sites, the model predicted vectors in May and June, though no vectors were observed in the field. This could be explained by the model being sensitive to any amount of rainfall; whereas, in the field, the quantity of rainfall in May and June was not enough to keep vector breeding sites.

Although the model produced a fair representation of the mosquito population, it could be improved by also simulating the immature stage (eggs, larvae and pupae) of the vector, which are strictly dependant on surface water availability. Mosquitoes need water to reproduce and the oviposition rate is assumed to be proportional to mosquito numbers and the daily rainfall filling local water pools. Further, direct correlation of rainfall amount with mosquito abundance could result in some estimation bias. This is because the availability and duration of surface water are also dependant upon the

Fig. 5. Variation between the observed *Plasmodium falciparum* infection and the model output for single parameters.
evaporation index, soil texture and moisture index. High evaporation will cause quick drying out of pools, whereas a lower consistency of soil texture and dry soil will lead to faster infiltration.

Simulation of Plasmodium falciparum malaria infection cases

Although some monthly differences were observed, probably due to the small number of cases, the general seasonal pattern was represented well by the model. However, the model is not sensitive to the sporogonic cycle. This implies that a small variation in ambient temperature would not result in major changes in incidence, and that time from human infection to gametocyte development is not a key in determining incidence rates.

The daily vector bite rate was found to be 0.56 per day. This would represent a gonotrophic cycle of 1.5 days, if every bite achieves a full blood meal. However, this is not always the case, as mosquitoes often return for second bites, if interrupted during their meal. Thus, the gonotrophic cycle may be longer than predicted by this model. The model is insensitive to precise values of $b$, (human bites per day) and this reduces the validity of the model as an estimator of gonotrophic cycle length. In addition, the model was developed assuming all vectors are anthropophilic, which is not necessarily the case. In fact, we expect this parameter to vary from one season to another (37).

The incidence of $Pf$ malaria is dependent on two key parameters, which are the daily mortality rate of the vector and the parasite clearance rate in humans. These parameters can both be influenced by public health interventions. The daily mortality rate of the vector can be increased by vector control methods, such as indoor residual spraying, and vector numbers can be reduced by removing breeding sites. Effective treatment of patients will increase the malaria clearance rate in human ($q$), by protecting not only sick individuals, but also the surrounding population. The parasitological clearance rate (12%) was slightly slower than can be deduced from Müller and others (38), who witnessed 27% seven-day parasitological failure with chloroquine treatment. This would reflect 17% daily clearance. This discrepancy probably is a result of Müller and colleagues (38) having measured the asexual form clearance, while our focus was on the sexual form.

The model is driven by parasitological data for children under five, while the entire population contributes to the transmission. To account for this effect, we would need to survey the general population. This would require checking large numbers of asymptomatic individuals for subclinical infections. This raised technical and ethical issues. Nevertheless, it was assumed that parasite prevalence among children under five was not unlike that of the general population, even though clinical symptoms would not be present in many older individuals.

The model can be a useful tool for malaria control strategies especially in a low transmission context. It has the ability to quantify the context-specific risk of malaria, a precondition for cost-effective interventions. Although, the model was developed based on data collected in a specific context it can be used in a different setting. In that case the parameters would have to be measured locally and fitted without the need to change the model formulation. The fitting of the model was based on field data to make sure that mathematical formulae are plausible and describe the biological process of the transmission of the disease. For use in predicting malaria incidences in other settings, the critical inputs will be rainfall and temperature data, which nowadays can be obtained from satellite sources. Other parameters to be fitted may be obtained from the literature.

The strength of this model lies in its simplicity and its respect for the biological process of malaria transmission on the ground. However, to be cost-effective, the model’s major drivers which are rainfall and temperature could be derived from remote sensing data as ground-based measurements are expensive to implement at local scale.

Although this is an academic work to reproduce the biological process of malaria transmission given different meteorological conditions, the ultimate aim is to produce a tool that can be used to refine malaria control strategies at health district level. The practical use of the model is in its prediction of the expected monthly number of malaria cases among under five children in different villages from given health districts based on rainfall and temperature data from either national meteorological stations or forecasting data from satellite. Such prior prediction of cases will help health planners at local level to better mobilise and allocate scarce resources to areas with most need. We plan to develop user-friendly software with the model in the background. The software will allow the input of basic data in order to produce the estimated monthly cases of malaria for different villages. However, we will first validate the model for different years within the frame of future studies that will generate relevant data for this purpose.

Conclusion

The model shows potential for local-scale seasonal prediction of $Pf$ malaria infection rates and distribution. Thus, it could be used to understand malaria transmission dynamics, using meteorological parameters as a driving force, to help local district health bodies to identify the risk period for more focused interventions. However, we do not pretend to have captured 100% of the transmission dynamics. Further improvements to the model can be made.
Acknowledgements

The authors would like to express their gratitude to the Nouna Health Research Team and to participant’s families.

Conflict of interest and funding

This project was co-funded by the German Research Council (DFG)- through the GK 793 program-University of Heidelberg and by the Union des Banques Suisses (UBS) Optimus Foundation.

References

38. Müller O, Traoré C, Becher H, Koyate B. Malaria morbidity, treatment-seeking behaviour, and mortality in a cohort of young
Appendix 1. Model description

The dynamic concept in contrast to the static concept, tries to capture the transmission and biological processes of the disease. The model driven by temperature and rainfall was based on the assumption that the human population is divided into three categories: susceptible (S), malaria-infected (I) and infectious (G), and mosquito population is classified into two compartments: non-infections (U) and infectious, strongly affected by temperature and rainfall.

\[ \delta S = \alpha(S + I + G) + q(I + G) - \left(1 - \left(\frac{S + I + G - 1}{S + I + G}\right)^{bF}\right)S - \beta_1 S, \]  
(1)

\[ \delta I = \left(1 - \left(\frac{S + I + G - 1}{S + I + G}\right)^{bF}\right)S - (1 - (\beta_1 + \beta_2 + q))I \times \left[\left(1 - \left(\frac{S + I + G - 1}{S + I + G}\right)^{bF}\right)S\right]_{t \rightarrow t+
u} \]  
(2)

\[ \delta G = (1 - (\beta_1 + \beta_2 + q))I \times \left[\left(1 - \left(\frac{S + I + G - 1}{S + I + G}\right)^{bF}\right)S\right]_{t \rightarrow t+
u} \]  
(3)

\[ \delta U = \frac{r(U + F)}{1 + (U + F)} - \left[\frac{b}{K_r}U \frac{G}{S + I + G}\right] \gamma - mU, \]  
(4)

\[ \delta F = (1 - m)\left[\frac{b}{K_r}U \frac{G}{S + I + G}\right] \gamma - mF. \]  
(5)

Equations 1–3 describe the change in the human population while Equations 4 and 5 describe change in vector population. Each term is explained in detail below.

Change in uninfected human population:

\[ \delta S = \alpha(S + I + G) + q(I + G) - \left(1 - \left(\frac{S + I + G - 1}{S + I + G}\right)^{bF}\right)S - \beta_1 S. \]  
(1)

Equation 1 describes the changes in the uninfected human population and includes four terms:

- The first term is the natural growth rate which is expressed by \( \alpha(S + I + G) \), assuming people are born healthy and irrespective of the health of the mother. As the model is simulated daily, this is expected to be negligible.
- The second term is the malaria clearance expressed by \( q(I + G) \). We assume that people clear the infection at a fixed rate from all stages of the disease. We also assume that there is no immunity and no super-infection (additional infection starts after a new hepatic stage), contrary to Dietz et al. (4).
- The third term is the human infection expressed by \( \left(1 - \left(\frac{S + I + G - 1}{S + I + G}\right)^{bF}\right)S \). It expresses the daily new infection within the human population. The expression \( \frac{S + I + G - 1}{S + I + G} \) is the probability of a single person not getting a bite from a specific mosquito; \( bF \) is the number of infectious mosquitoes. \( 1 - \left(\frac{S + I + G - 1}{S + I + G}\right)^{bF} \) is the probability of a specific person getting bitten by one or more of infectious mosquitoes. Multiplying by \( S \) gives the number of uninfected peoples being bitten by at least one infectious mosquito in a day.
- The fourth term \( \beta_1 \) is the death rate in the population from all causes except malaria, assuming there is not link with malaria. Then \( \beta_1 S \) is the number of death within the uninfected population.

In addition the following assumptions were made:

1. A mosquito bites only once in a gonotrophic cycle.
2. Mosquitoes bite randomly. No specific attraction to any subpopulation.
3. The stage of infection does not influence the mosquitoes biting habits.
4. An infectious bite necessarily causes *Plasmodium falciparum* infection.

Change in infected human population:

\[ \delta I = \left(1 - \left(\frac{S + I + G - 1}{S + I + G}\right)^{bF}\right)S - (1 - (\beta_1 + \beta_2 + q))I \times \left[\left(1 - \left(\frac{S + I + G - 1}{S + I + G}\right)^{bF}\right)S\right]_{t \rightarrow t+
u} \]  
(2)

\[ - (\beta_1 + \beta_2 + q)I. \]  
(2)
Equation 2 describes the changes in the infected (but not infectious) human population and includes three terms:

- The first term is \( \left(1 - \left(\frac{S + I + G - 1}{S + I + G}\right)^{bF}\right) S \) and as described above is the number of uninfected people being bitten by at least one infectious mosquito in a day.
- The second term \( \left(1 - \left(\frac{S + I + G - 1}{S + I + G}\right)^{bF}\right) S \) represents people that became infected \( v \) days ago. They have now mature gametocytes and are infectious. However, not all of those people are still available. They may have either died of malaria or other disease or they may have cleared their infection. For each day the probability of leaving the group early will be \( \beta_1 + \beta_2 + q \). The probability of remaining in the group for a day is \( 1 - (\beta_1 + \beta_2 + q) \). The probability of completing the whole process of \( v \) days is \( (1 - (\beta_1 + \beta_2 + q))^v \).
- The third term \( -(\beta_1 + \beta_2 + q)G \) represents the number of people that leave the infected stage by death or clearance.

In addition, the following assumptions were made:

1. \( \beta_2 \) is constant and does not change according to the stage of the infection. We know the mortality could change per stage. We may leave it out of this equation for biological reasons.
2. \( q \) is not specific to the stage of the infection. We have two types of \( q \) clearance because of treatment and clearance because of immune system (natural clearance). We could also decide there is no natural clearance. We also know that drugs are stage specific (liver stage and blood stage).

Change in infectious human population:

\[
\delta G = \left(1 - (\beta_1 + \beta_2 + q)\right)^v \times \left(1 - \left(\frac{S + I + G - 1}{S + I + G}\right)^{bF}\right) S \left(1 - (\beta_1 + \beta_2 + q)\right) G.
\]

Equation 3 describes the changes in the infectious human population and includes two terms:

- The first term \( \left(1 - (\beta_1 + \beta_2 + q)\right)^v \left(1 - \left(\frac{S + I + G - 1}{S + I + G}\right)^{bF}\right) S \) is described above.
- The second term \( -(\beta_1 + \beta_2 + q)G \) represents the number of people that leave the infectious stage by death or clearance.

Change in size of uninfected vector population:

\[
\delta U = \frac{r(U + F)}{1 + (U + F)} - \left[bU \frac{G}{S + I + G}\right] \gamma - mU.
\]

Equation 4 describes the changes in the uninfected vector population and includes three terms:

- The first term \( \frac{r(U + F)}{1 + (U + F)} \) is the maturation of the larval stage. This term describes the number of larvae surviving to become mature mosquitoes. The numerator is the number of larvae expected to survive to maturity under ideal conditions. \( U + F \) is the total number of mosquitoes, assuming infectious status does not influence the fertility. \( r \) is the per mosquitoes fertility (number of eggs oviposited per day multiplied by the probability of each to develop into a mature mosquito under ideal condition). The denominator reflects the decrease in survival because of non-ideal conditions. The \( U + F \) expresses the density dependent limitation on larvae survival. The precise characteristic of this dependence is determined by the carrying capacity \( K_r \). In principle, \( K_r \) varies with temperature, rainfall and humidity and should be measured from the field. Thus the number of larvae increases with the number of mosquitoes but is limited by carrying capacity. The number of the larvae surviving is dependent on the surface water available. As at this stage of research a full evapo-transpiration model is not available, \( K_r \) is therefore assumed to be proportional to the previous weekly aggregated rainfall. \( K_r = Pw \times akt \). The value of \( akt \) is to be determined empirically.
- The second term \( bU \frac{G}{S + I + G} \) represents the new infections of mosquito at time \( t \). \( bU \) is the number of uninfected mosquitoes biting in a day. The fraction is the probability of a single mosquito biting at random an infectious human out of the total human population. We multiply this by \( \gamma \) to reflect the probability of becoming infected.
- The third term, \( mU \), is the mortality of uninfected mosquitoes or the number of uninfected mosquitoes dying per day. \( m \) was calculated from the \( k \)-value (log generation mortality). In the study site setting, due to the constantly warm temperature, the gonotrophic cycle varies between two and three days. The survival of mosquitoes depends on the gonotrophic cycle and due to the stability of the cycle \( m \) was treated as
constant. The precise value of $m$ was empirically
determined by fitting the model.

In addition the following assumptions were made:

1. Mosquitoes bite randomly and independent of their infectious status.
2. Survival is independent of the infectious status.

Change in the size of the infectious vector population:

$$\delta F = (1 - m)^c \left[ bU \frac{G}{S + I + G} \right]_{t-c} \gamma - mF.$$  \hspace{1cm} (5)

Equation 5 describes the changes in the infected vector population and includes two terms:

- The first term, $(1 - m)^c \left[ bU \frac{G}{S + I + G} \right]_{t-c} \gamma$ is the number of mosquitoes infected $c$ days ago, reduced by the survival. $c$ is the sporogonic cycle given by Detinova (39) as $111/(T^\circ - 18)$.
- The second term $-mF$ is the number of infectious mosquitoes dying in a day.

In addition the following assumptions were made:

1. Infectious mosquitoes never clear their infectious status.
2. Mosquitoes are either infected or infectious.
Invasive meningococcal disease (IMD) is an epidemic infectious disease highly influenced by climatic factors. Climate plays an important role in both the spatial distribution of the disease and in the seasonality of IMD as seen all over the world (1). It is mentioned as one of the infectious diseases likely to be affected by climate change in the Fourth Assessment report of the Intergovernmental Panel on Climate Change (IPCC) (2).

IMD is an airborne disease with humans as its only reservoir. Global warming will change precipitation levels with a combination of more severe droughts in some areas and more frequent heavy precipitation events in others (2), and these are events likely to affect the incidence and geographical distribution of IMD (1). Effects suspected to be the result of climate change are already evident on the distribution of IMD epidemics in Africa (1, 3).

Research in the field of infectious diseases and climate has focused on vector-borne diseases like malaria and dengue fever (1, 4-8). Less is known about the effects of climate on airborne diseases like IMD.

The aim of this review is to give an overview of the current knowledge of how climate affects IMD and to more thoroughly investigate the climate research concerning IMD that has been published in the last decade.

The disease and its prevention

IMD includes meningococcal septicaemia and meningococcal meningitis. The disease is prevalent all over the world. It is caused by Neisseria meningitidis, a gram-negative coccoid bacteria. Treatment of IMD is still not a major problem as N. meningitidis is sensitive to a number of antibiotics, although beta-lactamase resistance is seen in some parts of the world (9-12). Despite treatment, 4-17% of the patients die (13-18) and 8-20% of the survivors will suffer from lifelong sequelae like deafness, cognitive impairment and other central nervous system complications (19-22). The age groups most susceptible to the disease are young children, adolescents and young adults (23, 24).

N. meningitidis can be divided into serogroups on the basis of polysaccharide capsular antigens. The major pathogenic serogroups are A, B, C, W135, X and Y (24, 25). There are differences between the serogroups, both in virulence and in their capacity to cause epidemics. Large-scale epidemics are mainly caused by serogroup A, although serogroups W135 and C have also been implicated in epidemics. Smaller outbreaks and singular cases of the disease are more commonly caused by serogroups B and C and less frequently by other serogroups (24, 26, 27).

IMD is transmitted through respiratory secretion or saliva. N. meningitidis is found mainly in the upper respiratory tract (URT). Acquisition of the bacteria can either be transient or result in colonisation of the URT epithelium (carriage) or in invasive disease (24). The epidemiology of IMD is complex due to the great number of symptom-free carriers of the bacteria. In populations studied, 2-70% of people have been found to be carriers of the bacteria in their airways (24, 28-30). In Africa, carrier rates have been shown to be higher during epidemics than in the endemic situation (24, 28, 30, 31) and less frequent in small children than in adolescents and adults (24, 31). Carriage of Neisseria plays an important role in the epidemiology of the disease, a role that is still not well understood (29, 32).

Vaccines exist for serogroups A, C, W135, X and Y but no commercial vaccine has yet been produced for serogroup B. Limitations of the vaccines are short duration of immunity, 3-5 years, low immunogenicity in children under two years and no effect on carriage of the bacteria (24, 25). New conjugate vaccines have been developed for serogroups A and C, with prolonged immunity, better immunological effect in young children and with protective effects against carriage (24, 33-36).

Epidemiology of invasive meningococcal disease (IMD)

Meningitis belt

In 1963, the French physician Lapeyssonnie described a geographically well-defined area in Sub-Saharan Africa with an exceptionally high incidence of meningococcal meningitis (37). This area, the classical meningitis belt (Fig. 1), has seen epidemics of the disease at intervals of...
5–10 years during the last 100 years (38). The first well-described epidemic in Africa was in Nigeria in 1905 (38). The meningitis belt stretches from Ethiopia and the Sudan in East Africa to Mali, Senegal and Guinea in the west (38). The most common cause of these epidemics is *N. meningitidis* serogroup A (37, 38). In the epidemic years of 2002–2003, serogroup A was substituted by serogroup W135 that caused a large epidemic with its main focus in Burkina Faso (39–42), but since then serogroup A has been the dominant pathogen again (38). In the 2002–2003 serogroup W135 epidemic, as well as in a serogroup A epidemic starting in the Sudan and Chad in 1988, it has been demonstrated that one likely source of introduction of new meningococcal bacterial strains in the meningitis belt is pilgrims returning from the Hajj in Saudi Arabia (43–45).

In the last decades, African countries south of the belt have experienced large IMD epidemics and there has been an extension of the belt into countries like Togo, Cameroon, Côte d’Ivoire and Benin (3, 46, 47). In East Africa, Kenya, Uganda and Tanzania have suffered large-scale IMD epidemics (3, 18, 38, 47–49). The health impact of IMD in Africa makes the disease a main focus for interventions by health agencies in the countries of the meningitis belt. During epidemics in the 1990s an incidence of 1,000 cases per 100,000 was seen (24). An estimated 200,000 people were hit by the disease in the serogroup A epidemic of 1996 (32, 49).

**Outside the belt**

IMD is a global disease seen in most countries of the world. The incidence of the disease is however lower than in the meningitis belt. In Europe it ranges between 0.2 and 14 cases per 100,000 and 0.2–4 per 100,000 in USA (51). In most countries the disease is endemic with small outbreaks, mainly in crowded settings like schools and military establishments and is mainly caused by serogroups B and C (24, 52). Changes in the epidemiology of IMD due to the introduction of the serogroup C conjugate vaccine are expected to be seen in the future (51). Infrequently epidemics of serogroup A meningitis have been seen outside Africa, for example, in China (53), Nepal (54), India (55) and Russia (56).

**Climate and invasive meningococcal disease (IMD)**

Two main features of the IMD are influenced by climatic factors: the geographical distribution of high disease incidence with large epidemics in the meningitis belt and the seasonality of the disease seen globally. During the last decade, with growing interest in the effects of climate on health, a number of studies, spatial as well as temporal, of climatic effects on IMD have been conducted and models for predicting epidemics have been proposed. The majority of these studies have concerned IMD in Africa (3, 50, 58–62).
**Geographical distribution**
Lapeyssonnie described the boundaries of the meningitis belt as equivalent to the annual rainfall isohyets of 300 mm in the north, and 1,100 mm in the south, thereby indicating that climatic factors are involved in the geographical distribution (37). Subsequent research in the meningitis belt have found that the optimal climate for transmission of the disease is the savannah climate south of the Sahel, with an annual precipitation index of 300–1,100 mm, extremely dry but warm winter seasons and a relatively abrupt onset of the rainy season (3, 57). During the last decade climate research concerning the geographical distribution of IMD in Africa has made important progress and has resulted in risk mapping models.

**Risk mapping**
In a study by Molesworth and colleagues (3) in 2002, the spatial distribution of IMD epidemics in Africa occurring between 1980 and 1999 was mapped using a dataset with published and unpublished epidemics and surveillance data of number of cases reported to the WHO (Fig. 2). Maps showing the location and maximum incidence rates of 144 epidemics in Africa were constructed. The maps demonstrated that the risk of IMD epidemics is almost as high in many geographical areas south of the meningitis belt, like the Rift Valley and the Great Lakes region, but that the maximum number of cases is higher in the countries in the belt as compared to countries outside the belt. In accordance with the suggested boundaries of the meningitis belt proposed by Lapeyssonnie 40 years previously, the risk map also demonstrated a striking association between IMD epidemics and the 300–1,100 rainfall isohyets in all of Africa, also outside the belt.

The risk models constructed by Molesworth and colleagues have been further developed to investigate the environmental factors driving the IMD epidemics in Africa. In a study by Molesworth and colleagues published in 2003 (58), they analysed the same IMD epidemic and surveillance data as in (3) together with information on climate variables like absolute humidity, dust and rainfall, and data on land-cover type and population density. They found that absolute humidity and land-cover type were the climatic factors that best correlated to IMD epidemics. Among other factors found to be independently associated with IMD epidemics, dust was especially interesting as the dustiness in the meningitis belt increased dramatically due to the Sahelian droughts of the 1970s and 1980s (58). The model also demonstrated that climate zones not having distinct wet and dry seasons, such as deserts and the humid and often

---

**Fig. 2.** Risk map for IMD. Districts and provinces experiencing meningococcal meningitis epidemics in Africa 1980–1999. After Molesworth et al. (3). Available from: http://www.liv.ac.uk/researchintelligence/issue15/graphics/15/meningitis_01.gif
forested parts of coastal and central Africa, are less likely to have epidemics than those with contrasting seasons like the semi-arid savannah and grassland found in the Sahel and eastern and southern Africa.

The risk model of Molesworth and colleagues was evaluated in a prospective study of IMD epidemics in Africa 2002–2004 by Savory and colleagues (59). They found that only 59% of the 71 epidemics that occurred during the time period were located within the meningitis belt. Most of the new epidemic districts were however located in areas geographically contiguous to the belt. The epidemics in the meningitis belt had a significantly higher mean number of cases than epidemics outside the belt. The authors concluded that there is an extension of the meningitis belt particularly into districts in Côte d’Ivoire, Togo, the Central African Republic and Cameroon (59). The risk mapping of IMD provides a tool for priority planning of vaccination campaigns, for further research on climate effects on IMD in Africa and a model that can be suitable for the development of early warning systems (EWS) for the disease. It will also be an important instrument for surveillance of the impact of future climate change (57).

**Seasonality**

Lapeyssonnie also described the seasonality of the disease, with the peak of epidemics during the dry winter season. Frequently the epidemics ceased when the rainy season started, to be resumed in the dry season of the next year (37, 63, 64).

Subsequent studies have suggested low absolute humidity (58) and the dry Harmattan winter winds (62) as the main climatic driver behind the seasonality in the meningitis belt. Sultan and colleagues found a strong correlation between the maximum Harmattan wind index and the onset of IMD epidemics in a study in Mali during 1994–2002 (62). They concluded that the seasonal rise in meningitis cases corresponded to large-scale atmospheric phenomena associated with the Sahelian dry season (62).

The peak of the IMD epidemics comes when the absolute humidity is at its lowest and the epidemics subside with rising humidity before the annual rain period begins (28). In a study in Niger, Jackou-Boulama and colleagues (65) found a negative correlation between rainfall and IMD incidence. The IMD incidence fell when the rain season began. In contrast, incidence of meningococcal carriage has been found to rise with increasing atmospheric humidity in a study by Mueller and colleagues (66) where they investigated carriage rates in the non-epidemic year of 2003 in Burkina Faso. This result stresses the complex role of carriers in the understanding of IMD.

Many countries outside Africa, especially in the Northern hemisphere, show a similar seasonal incidence of the disease as in the meningitis belt (67–71) with peak incidence during the dry winter months, but the relation between high incidence and low humidity seen in the meningitis belt is not a consistent finding outside the belt. In New Zealand a study showed that the incidence of IMD increased with increasing humidity and cooler temperatures, but declined, as in the meningitis belt, with heavy rain (72). UK studies have shown that IMD outbreaks are correlated with high humidity and rapid changes in relative humidity before outbreaks (73, 74).

The proposed biological explanation for the climate effects on IMD is that low humidity, dry winds and high levels of dust in the air injures the barriers of the URT mucosa, thus facilitating IMD (18, 48). *N. meningitidis* can more easily penetrate injured mucosal membranes and access the blood stream and the meninges, where it causes disease (18). The mechanisms of interaction between *N. meningitidis* and the mucosal epithelial cells are well known (18, 75), but to my knowledge no studies concerning the effects of climatic factors on the pathogenesis and transmission of *N. meningitidis in vivo* have been done, perhaps mainly due to the lack of a reliable animal model for the bacteria (76).

**Early warning systems (EWSs)**

One of the main aims of EWSs for IMD is to predict epidemics so that mass vaccination can begin in time to curb the spread of disease (57, 59, 61). One tool for identifying epidemics is the IMD case number thresholds presented by WHO as an EWS in the year 2000. It distinguishes between the usual annual rise in IMD incidence and epidemics (77). To find climatic factors that can predict IMD epidemics, Thomson and colleagues investigated a large number of environmental factors in a study in Burkina Faso, Niger, Mali and Togo (61). They found that land-cover type (savannah, grassland and barren areas) was associated with IMD incidence, rainfall and dust. Areas with barren land had the lowest IMD incidence and highest dust levels, and in savannah areas the rainy season started earlier and was more intense than in grassland and barren areas. They could also demonstrate that excess dust in October and a rainfall deficit in January were the best predictors for epidemics. Annual meningitis incidence anomalies (e.g. early cases) at district level were significantly correlated with monthly climate anomalies for rainfall and dust in the pre, post and epidemic seasons, with stronger relationship in savannah areas (57).

The performance of an EWS based on climate indices has recently been investigated in a study by Yaka and colleagues (60). They identified Burkina Faso and Niger as the two countries with the highest risk of IMD epidemics using data from a previously published study by Broutin and colleagues (50). By computing meningitis cases in the two countries with climate variables, they found a significant correlation between IMD incidence and the rain season began. In contrast, incidence of meningococcal carriage has been found to rise with increasing atmospheric humidity in a study by Mueller and colleagues (66) where they investigated carriage rates in the non-epidemic year of 2003 in Burkina Faso. This result stresses the complex role of carriers in the understanding of IMD.
and climatic factors during the winter period, October–January, in Niger. In Burkina Faso the correlation was not significant. This study stresses the importance of including other variables than climate in future EWSs to be able to predict epidemics.

Climate is a driving factor in the seasonality of the disease and in the geographical distribution of IMD in the meningitis belt, but climatic factors alone cannot explain the high disease incidence in the meningitis belt or the periodicity of epidemics. Immunity in the population, carriage rates, vaccination coverage, social interactions and the introduction of new strains of meningococci are other main factors to be considered to fully understand the dynamics of IMD in the meningitis belt (57, 61).

Discussion

The epidemiology of IMD is closely related to climatic factors like air humidity, rainfall and dust (3, 58, 61, 65). The disease is a special challenge to research in the field of disease and climate change as it is spread all over the world and in almost all types of climate zones. The meningitis belt in the Sahel region of Africa has the highest IMD incidence and large epidemics mainly caused by serogroup A meningococci is one of the main health issues for the countries in the belt (30, 78).

Pre-epidemic vaccination against serogroups A and W135, the most common serogroups causing epidemics in the meningitis belt, is feasible, but the vaccine effect only lasts for three to five years, although the new conjugate vaccines now in the pipeline may improve that duration (79, 80). To keep the population constantly immune to the disease is too costly and demands a vaccination infrastructure that does not yet exist in the countries involved. Mass vaccination in the face of a current epidemic is often done too late (81).

In Africa, 350 million people lives in areas at risk for IMD epidemics (57, 58). Only 40 million doses of the new conjugate A vaccine will be available during the first years. Risk models could guide selection of priority areas and demonstrate vaccination efficacy through surveillance. They could also provide support for control of epidemics in areas where the population has not had access to new vaccines (57).

Meteorological surveillance offers a possibility for developing EWSs for epidemic preparedness (55–59). With the aid of EWSs, vaccination could be made more effective. Attempts at EWSs have been promising but need further refinement (55–57). For future predictive models to be effective, meteorological data must be included in computations together with data on population immunity, changes in population structure and the dynamics of *N. meningitidis* carriers (57, 61). There also needs to be an improvement of disease surveillance data and weather forecasting data in the African continent (57). It is also crucial that health authorities in the countries at most risk for IMD epidemics are interested in the implementation of EWSs and that economic resources are allocated for them (82, 83, 85). In 2008, the University Corporation for Atmospheric Research (UCAR), working with an international team of health and weather organisations, launched the Meningitis forecast project. The aim of the project is to provide long-term weather forecasts to medical officials in Africa to help reduce outbreaks of meningitis. The forecasts will enable local health providers to target vaccination programmes more effectively (see http://www.ucar.edu/news/releases/2008/meningitis.jsp).

**Future climate change and invasive meningococcal disease (IMD)**

In the 21st century the main projected climate changes in Africa are warming, especially in sub-tropical regions and a decrease in annual rainfall, especially in North Africa and the northern parts of Sahara. By 2080, an increase of 5–8% of arid and semi-arid land in Africa is projected (78). The Sahel, where the meningitis belt is situated, is one of the regions in Africa most vulnerable to climate change. The factors that determine the southern boundary of the Sahara and rainfall in the Sahel have attracted special interest among climate scientists because of the extended drought experienced in this region in the 1970s and 1980s (84). Not only warming and decreased rainfall but also complex feedback mechanisms due to deforestation, land-cover change and changes is atmospheric dust-loading are also playing a role, particularly for drought persistence in the Sahel and its surrounding areas (78).

A likely scenario for the projected increase in temperature and decrease in rainfall is more frequent and longer droughts and thereby a likely increase in the amount of dust in the surface air, together with alterations of atmospheric humidity. These climatic factors will most likely have negative effects on IMD in the meningitis belt, with epidemics of longer duration and maybe also higher incidence. But the effects these climate changes may have on the incidence of meningococcal carriage must also be considered, as carriage incidence plays an important role in the dynamics of IMD epidemics (24, 29, 31). This makes constructing scenarios for IMD more complex, especially as some previous studies have shown negative correlations between carriage and air humidity (66).

Warming and reduced rainfall will also affect the land-cover types in the region with extension of the savannah southwards. Populations at the margin of the current distribution of IMD will be particularly affected (3, 58). The meningitis belt has already expanded (48, 58, 85, 86) and countries south of the belt have suffered from epidemics to an extent not previously reported, for example, in Cameroon (46), Ghana (87) and Togo (88). The population at risk of IMD epidemics is likely to expand, but this prediction is uncertain as droughts...
also play a role in human migration and population dislocation (78).

**Future research and surveillance**

Expansion of the meningitis belt is already evident and is likely to progress with climate change in Africa. Close surveillance of IMD incidence in the areas bordering the meningitis belt, and of other African countries with similar climates, for early detection of climate change effects is therefore of uttermost importance (3). Further development of existing EWSs with inclusion of more demographic data, data on vaccination coverage and natural immunity in the populations and bacteriological surveillance data on meningococcal strains, is necessary for predicting epidemics in time for massvaccination campaigns to be effective (60). Further studies on the relation between climatic factors and IMD, both in the meningitis belt in Africa and in countries outside the belt in the Northern and Southern hemisphere are needed, to be able to refine knowledge on how climate affects both the carrier state and the disease. Of special interest are epidemics outside Africa within the 300–1,100 mm rainfall isohyets (57).

There are differences between different serogroups of meningococci, both in virulence and in their ability to cause epidemics, that need to be investigated to a greater extent to better understand differences in epidemiology between serogroup A in the meningitis belt and other serogroups, mainly C and B in countries outside the belt (24, 26, 27). Molecular biology studies are needed to better understand the effects of climate on the binding and penetration of *N. meningitidis* in mucosal membranes. This includes development of tissue models and animal models for *N. meningitidis*.
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Climate variability and increase in intensity and magnitude of dengue incidence in Singapore
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Introduction: Dengue is currently a major public health burden in Asia Pacific Region. This study aims to establish an association between dengue incidence, mean temperature and precipitation and further discuss how weather predictors influence the increase in intensity and magnitude of dengue in Singapore during the period 2000–2007.

Materials and methods: Weekly dengue incidence data, daily mean temperature and precipitation and the midyear population data in Singapore during 2000–2007 were retrieved and analysed. We employed a time series Poisson regression model including time factors such as time trends, lagged terms of weather predictors, considered autocorrelation and accounted for changes in population size by offsetting.

Results: The weekly mean temperature and cumulative precipitation were statistically significant related to the increases of dengue incidence in Singapore. Our findings showed that dengue incidence increased linearly at time lag of 5–16 and 5–20 weeks succeeding elevated temperature and precipitation, respectively. However, negative association occurred at lag week 17–20 with low weekly mean temperature as well as lag week 1–4 and 17–20 with low cumulative precipitation.

Discussion: As Singapore experienced higher weekly mean temperature and cumulative precipitation in the years 2004–2007, our results signified hazardous impacts of climate factors on the increase in intensity and magnitude of dengue cases. The ongoing global climate change might potentially increase the burden of dengue fever infection in near future.
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Dengue is currently a major epidemiological threat for over 100 countries with about 70% of the 2.5 billion populations at risk living in Asia Pacific region (1, 2). Exact reasons for the re-emergence are not fully comprehended; nevertheless, the US Centers for Disease Control and Prevention has identified factors such as accelerated urbanisation and population growth, weakened public health infrastructure, increased international travel and lack of effective vector control system as main determinants for global emergence of dengue (3).

Dengue is caused by four serotypes of viruses (DENV-1–4) transmitted by female Aedes aegypti (principal vector) and Aedes albopictus. A. aegypti is highly domestic, feeds in the day and lays eggs in artificial containers in and around residential areas. A. aegypti may feed on several individuals in order to complete a single blood meal; thus, increase number of infected hosts in a short period (4). Upon being bitten by a dengue infective mosquito, a host may be infected with dengue virus after 3–14 days of intrinsic incubation period. The host then goes through 2–10 days of viraemic period, during which a female mosquito becomes infected by feeding blood meal on the infective host. The transmission cycle continues after extrinsic incubation period (8–12 days) takes place in the female mosquito and dengue virus is transmitted to other uninfected hosts through the bites of an infective mosquito (4). A patient infected with one serotype of dengue virus will be immune for that serotype, but can be infected again with other serotypes and face higher risk of haemorrhagic symptoms which could lead to systemic failure or death (4).

Studies have shown that ambient temperature could have impact on population size, maturation period, feeding characteristics and survival rate of Aedes
mosquitoes (5, 6). Mortality rate of larvae, pupae and adult female mosquitoes as a function of temperature between 10 and 40°C can be represented by a wide-base ‘U’ graphical shape. At temperature ranging from 15 to 30°C, Aedes mosquitoes experience lower mortality rate (5). A recent study in French Guiana indicated that Aedes mosquitoes could survive up to 76 days with favourable environment condition (7). Simultaneously, Aedes mosquitoes experience shorter reproductive cycle at higher temperature of 32°C and increase feeding frequency more than twofold as compared to temperature at 24°C; pupae development period may reduce from four days at 22°C to less than one day as temperature increases to 32–34°C; thus, mosquito population multiplies swiftly as temperature increases (6). According to a study by Tun-Lin et al., female and male ratio of mosquito offspring could be 4:3 at 30°C (8). Additionally, the extrinsic incubation period of dengue viruses shortens from 12 days at 30°C to seven days as temperature rises to 32–35°C (9). Conversely, heavy precipitation destroys larvae and reduces survival rate of female mosquitoes in the short period but creates abundant breeding sources in long term (7, 10); whereas extremely low precipitation increases ambient temperature, usage of water and air-coolers and water storage that may serve as breeding habitats.

Dengue is endemic in Singapore with all four serotypes of dengue viruses. It was first reported in Singapore in the early 1960s (11), but was curbed through effective vector surveillance and control programmes, public education and law enforcement since 1970s. Dengue re-emerged in the 1990s with increasing incidence rate though overall house index was less than 2% (12). In 2003, dengue cases increased more than tenfold with 108.5 cases per 100,000 populations as compared to 9.3 cases per 100,000 populations in 1988. The surge continued and Singapore experienced the worst historical outbreak of dengue incidence in year 2005 with 326.5 cases per 100,000 populations (13, 14). Besides marked increase in cases, geographical expansion of dengue incidence from the east and southeast zones to west and north zones was also noted since 2004 (14). A study in 2006 revealed that increasing outdoor dengue transmission, lower herd immunity and shift of vector control emphasis were some possible reasons for the upsurge of dengue (12).

Singapore had implemented aggressive vector control programmes since early 1970s. However, there was a change in emphasis from vector surveillance to case detection in the 1990s (12). Upon case detection, National Environment Agency (NEA) would immediately deploy dengue control team(s) to perform source reduction, adulticidal fogging and various prevention activities according to the standard operation procedure. In 2003, Geographical Information System was added to enhance analysis of distribution of dengue cases, Aedes mosquitoes and weather data. Since the 2005 outbreak, NEA had revised its strategy and put in place integrated dengue surveillance and control programme (15, 16). The programme involved active vector surveillance; vector control; public education and community involvement; as well as research and development. In late 2005, NEA rolled out nationwide ‘carpet combing’ operations to eliminate breeding sources in all constituencies and established an inter-agency dengue task force to enhance communication and corporation between government agencies and private organisations. National vector surveillance and control system were further strengthened in December 2005 to combat the upsurge in dengue incidence (15, 16).

In view of global climate change projections, the future climate may be favourable for greater dengue outbreaks; especially in subtropical and temperate countries. It was estimated that global mean surface temperature would be rising approximately by 1.4–5.8°C in current century; whilst temperature for Asia Pacific region would be increasing around 0.5–2°C by 2030 and 1–7°C by 2070 (17, 18). Furthermore, small island state such as Singapore could be more inclined to experience extreme temperature and changes in rainfall which in turn had additional impact on increase of infectious diseases (19). Nevertheless, the burden of climate change regarding dengue incidence in Singapore is so far uncertain.

Though association between weather and dengue incidence in Singapore is well documented (20, 21), the study on how the association influences the increasing intensity and magnitude of dengue incidence in recent years, especially years 2004–2007, is yet to be established. In this study we apply time series model to establish association between dengue incidence and weather predictors while taking into account the delayed effects of exposure and further discuss how these predictors are associated with increasing intensity and magnitude of dengue cases in Singapore in years 2000–2007.

Materials and method

Study area

Singapore is a highly urbanised small tropical island with approximately 710.2 km² land area. The island has population size of about 4.8 millions and population density of 6,814 persons per km² (22). Average daily minimum and maximum temperature in Singapore ranged from 23.2 to 31.7°C with daily mean temperature around 27°C; however, daily minimum temperature could drop to 20.2°C or rise to maximum 36°C in an extreme cold or hot day. The average annual rainfall was around 2,346 mm (23).

Data collection

Weekly dengue data were collected from the Communicable Diseases Division, Ministry of Health Singapore.
and MOH weekly epidemiological publications for year 2000–2007. Dengue fever (DF) or dengue haemorrhagic fever (DHF) was defined as clinical dengue cases with confirmed laboratory blood tests of dengue viral infection of any serotypes. Under the Infectious Diseases Act in Singapore, it is mandatory for all medical practitioners to notify all diagnosed or confirmed dengue cases to the Ministry of Health within 24 hours (24). Laboratories are also required to report all patients with positive blood test for dengue viral infection to the Ministry of Health.

Weather data were obtained from World Data Center for Meteorology, Asheville. Daily mean temperature and precipitation reported by Changi meteorological station was extracted from the World Meteorological Organization (WMO) and NOAA National Climatic Data Center (25). The meteorological data were provided by the Meteorological Services Division of NEA of Singapore through Exchange of Regional Weather Data by the use of Global Telecommunication System (GTS) of WMO. Weekly mean temperature and cumulative precipitation were aggregated from daily weather data. Midyear population during the period 2000–2007 was obtained from Statistics Singapore’s website (26).

Statistical analysis
We established a time series Poisson regression model that simultaneously included time factors such as time trend, lagged terms of weather predictors, lags of dengue cases as auto regressive terms and we accounted for changes in size of the population by offsetting midyear population. We modelled the predictors as smooth cubic spline functions given 3 degrees of freedom (df) each, with exception for the smooth function of trend that was allowed 6 df. We tested the sensitivity of the df of the trend by doubling it. In the Poisson regression models we allowed for over-dispersion.

\[
Y(t) \sim \text{Poisson } (\mu(t)) \\
\log(\mu(t)) = \beta_0 + \log(\text{pop}_t) + \beta_i \text{AR(den}_t) \\
+ \sum_{i=1}^{5} [S(\text{temp}_i, df) + S(\text{prep}_i, df)] \\
+ S(\text{trend}, df)
\]

where \(\beta\) = parameter estimates; \(t\) = time series in weeks; \(\log(\text{pop})\) = offset midyear population; \(\text{AR(den)}\) = auto regressive term of dengue cases; \(S\) = cubic spline smoothing function with corresponding degree of freedom (df); \(\text{temp}_i\) = weekly mean temperature at specific lag strata, \(i\); \(\text{prep}_i\) = weekly cumulative precipitation at specific lag strata, \(i\) where \(i\) corresponds to 1–5 lag strata = week 1–4, 5–8, 9–12, 13–16, 17–20; trend corresponds to week number starting from the first week in year 2000.

Midyear population was included as an offset to adjust for annual population growth or decay in the modelled relative risk. Whereas auto regressive terms ranging from 1 to 8 weeks were estimated by summing average duration of incubation period in infected person, infectious period of host and survival period of female Aedes mosquitoes (4, 7). Concurrently, lag terms ranging from 1 to 20 weeks for temperature and precipitation were created to analyse relative risks between weather predictors and dengue with effect of different time lag. Cross-correlation coefficients of each weather variable and dengue cases as well as literature reports were examined to estimate maximum lag terms (21, 27). Trend and seasonality pattern in collected data were identified by using time series plot of dengue cases and to be controlled as an unmeasured confounders by the smooth function of time trend.

Model fit was evaluated by Akaike’s Information Criterion (AIC) and further validated by plotting predicted residuals against observed data, observing residual sequence plot and analysing normality tests. Furthermore, Autocorrelation (ACF) and partial autocorrelation (PACF) were evaluated to avoid confounding of the risk estimates by unknown sources and shrinking of the variance associated with parameter estimates. To account for this, we modelled auto regressive terms. PACF was also examined to avoid over fitting (which could occur if allowing the trend too much flexibility) signalled by extremely high proportion of negative PACF. Data were analysed using R2.8.1 (28).

Results
During the study period, dengue cases (Fig. 1) increased from 673 cases in year 2000 to 4,789 cases in 2003, after which, annual dengue cases increased with greater magnitude and intensity with record of 9,459 cases in year 2004 and peaked in year 2005 with 14,209 cases. The incidence then decreased to 3,131 cases in 2006 and resurged in 2007 with 8,848 cases. The highest dengue cases in the study period were reported in week 38 of year 2005 with 714 cases.

Fig. 2 reveals time series of weekly weather predictors and dengue cases. Singapore experienced the highest
weekly mean temperature of 30.4°C in year 2005 followed by 30.3°C in year 2002. The highest weekly mean temperature in the study period was recorded in week 17 of year 2005 with zero weekly cumulative precipitation. While the longest dry spell of 40 days occurred in the first two months of 2005, highest weekly cumulative precipitation was recorded as 388 mm in week 51 of year 2006. Overall, weekly mean temperature for year 2000–2003 ranged from 25.7 to 30.3°C; while the range was 25.5–30.4°C for 2004–2007. Concurrently, weekly cumulative precipitation in years 2000–2003 ranged from 0 to 260 mm with average 42 mm and the range was 0–388 mm with average 44.5 mm for years 2004–2007.

As shown in Fig. 3, dengue incidence increased linearly with weekly mean temperature at lag strata 5–8, 9–12 and 13–16; during which the highest increases in relative risk occurred at time lag of 9–12 weeks. Our results showed that decreasing mean temperature below 27.8°C produced opposite effect by increasing relative risk of dengue incidence significantly at lag strata 17–20; while relative risk of dengue increased minimally when mean temperature was above 27.8°C at the same strata. Simultaneously, dengue incidence was associated with weekly cumulative precipitation except with precipitation above 125 mm at lag strata 1–4, 5–8 and 9–12 (Fig. 4). The impact of cumulative precipitation on dengue incidence was negative at lag strata 1–4 as decreasing precipitation corresponded to increasing relative risk with maximum effect at zero weekly cumulative precipitation. Nevertheless, relative risk of dengue increased linearly with weekly cumulative precipitation at lag strata 5–8 and 9–12 and peaked at about 75 mm before declining. Increase in cumulative precipitation showed highest relative risk of dengue incidence at lag strata 13–16 with a plateau effect when cumulative precipitation was between 75 and 150 mm. Risk function of dengue and cumulative precipitation was shown as a ‘U’ shape at lag strata 17–20. The relative risk of dengue increased linearly when cumulative precipitation was above 75 mm; nevertheless, the risk function indicated opposite effect as cumulative precipitation was below 75 mm.

Post estimation plots indicated good fit of Poisson regression model for the analysis. The model explained 89.9% of the variance in weekly dengue cases and produced good fit of predicted cases when plotted against observed data (Figs. 5 and 6). Residuals sequence plot indicated constant location and scale between observed and predicted values; while histogram of residuals showed approximately normal distribution. Concurrently, ACF and PACF indicated independent residuals. Thus the graphs indicated appropriate choice of model. Furthermore, sensitivity test of df for trend changed little of our results.

**Discussion**

Though elevated weekly mean temperature preceded dengue incidence at lag of 5–16 weeks, temperature decreasing below 27.8°C exerted increasing risks on dengue incidence at longer time lag of 17–20 weeks. On the other hand, weekly cumulative precipitation was associated with dengue incidence at lag of 1–20 weeks. Decreasing weekly cumulative precipitation posed increasing risk on dengue outbreak at time lag of 1–4 and 17–20 weeks; whereas highest relative risk occurred at 13–20 weeks subsequent to cumulative precipitation above 150 mm.

![Fig. 2. Weekly dengue cases, mean temperature and cumulative precipitation in 2000–2007.](image-url)
As Singapore experienced higher weekly mean temperature and cumulative precipitation in year 2004–2007, the results signified positive impact of climate factors on the increase in intensity and magnitude of dengue cases; since the levels of temperature and precipitation were more conducive in these years according to the exposure response relationship estimated. Additionally, high cumulative precipitation during the study period possibly explained a fraction of dengue endemic in Singapore as heavy precipitation created abundant outdoor breeding sources. A previous study by Ooi et al. (12) suggested viral transmission outside homes as one of the reasons for resurgence of dengue in Singapore; while Koh et al. (2008) also stated that 50% of all mosquito breeding habitats, which included discarded receptacles, choked drains, water pump rooms, were located outdoor (20). However, field surveillance data showed that A. albopictus was the main species which bred in habitats located outdoor; while the primary vector, A. aegypti, which was responsible for majority outbreaks in Singapore, still preferred to breed inside homes. Literature also indicated that A. albopictus probably served as a vector maintaining the dengue virus in South-east Asia and Pacific Islands (29). Nevertheless, Singapore has put in place control measures targeting at both types of breeding habitats to minimise transmission by both species.

The long time lag of 17–20 weeks was consistent with a study by Koh et al. that dengue incidence in year 2005 was highly associated with weekly mean temperature at a lag time of 18 weeks as well as study by Heng et al. that dengue incidence occurred at a lag time of 8–20 weeks following elevated temperature (20, 21). The lagged effect of dengue incidence could be reasoned by incubation periods in host–vector–pathogen transmissions cycle plus reproduction, maturation and survival rate of vector.

This study adopted an approach that allowed the effect of weather to act non-linearly as exposure response function; thus enhanced the flexibility to model risks with time on a weekly resolution. In the analysis we assumed there was no strong seasonal confounding that needs to be controlled, except time trend. This judgment was based on deduction that no further confounder was identified and that PACF suggested over fitting when adjusting for seasonality. Furthermore, auto regressive terms included in the model explained some of such variation. The examination of ACF indicated serial

![Fig. 3. Relative risks of dengue incidence with weekly mean temperature (Tmp) at various lagged strata.](image-url)
Fig. 4. Relative risks of dengue incidence with weekly cumulative precipitation (Cum pct) at various lagged strata.

Fig. 5. Predicted cases vs. observed dengue cases in 2000–2007.
correlation for consecutive lags of dengue cases; thus, dengue lag terms were used as auto regressive term in the model. The seasonality of the mosquito population was likely to be driven by temperature and precipitation and the high level of explained variation of the model supported this.

Instead of modelling the mosquito population, we addressed the incidence directly and estimated dengue cases caused by the size of the vector population related to climate factors such as temperature and precipitation. Elements not explained by weather predictors were explained by the trend function.Determinants of the trend function had not been addressed in this study, but were likely attribute to multiple factors such as vector control capacity, surveillance emphasis, herd immunity, socioeconomic, environment, change of dengue serotypes, etc. According to a previous study, non-climate factors such as changes of dengue serotypes partly contributed to the increase in dengue cases during the period 2004–2007 (20). The high cases in 2004 and 2005 were due partly to a change in dengue serotype from DENV-2 to DENV-1; while the change from DENV-1 to DENV-2 in 2007 was also one of the reasons for resurgence of dengue incidence in the year (20). Another factor accounted for in the trend function was the enhancement of pre-emptive vector surveillance during the inter-epidemic periods and inter-sectoral collaborations to conduct systematic source reduction. Since 2006, the NEA (Singapore) has introduced Intensive Source Reduction Exercises over a period of 12 weeks before the expected peak in cases in accordance to the temperature trend. These measures might, to certain extend, contribute to the reduction of dengue cases in year 2006 and help to curb 2007 dengue cases from escalating into a huge outbreak.

Climate variability between years may have direct impact on dengue incidence in current and subsequent year (30–32). Inter-annual climate variability can be influenced by local weather and irregular warming of sea surface temperature (El Nino Southern Oscillation or ENSO phenomenon). During the study period, average weekly mean temperature was higher in years 2002, 2004 and 2005; simultaneously, ENSO phenomenon was recorded in May 2002–Mar 2003, Jun 2004–Feb 2005 and Aug 2006–Jan 2007 (33). This inter-annual climate variability could have increased relative risk of dengue incidence in Singapore as record showed larger dengue outbreak in years 2004, 2005 and 2007.

In order to avoid camouflage of temporal variations of weather, it is also essential to interpret our findings by analysing both short and long-term weather variations. For instance, year 2005 experienced higher temperature and lower cumulative precipitation in the first 17 weeks as compared to subsequent weeks of the year; thus, relative risk for dengue incidence was higher in second and third quarter as compared to average relative risk for the year. Moreover, as a highly urbanised small island state, Singapore faces threat of urban heat island effect along with extreme temperature and precipitation events which may compound the exponential increase in dengue cases (19, 34, 35).

Limitations in the study of dengue incidence include asymptomatic and unreported cases that lead to under-reported dengue cases. In a survey on seroprevalence in Singapore (2007), it was estimated that asymptomatic cases could be approximately 19 times higher than

Fig. 6. Predicted cases vs. observed dengue cases in 2006–2007.
reported cases (36). The under-reported cases could surge higher during peak tourism period(s) as tourists from regional countries with asymptomatic dengue infection may infect mosquitoes in Singapore ‘silently’ and cause greater threat of dengue outbreak in near future.

Climate variability in dissimilar geographical areas may have diverse local effects on dengue outbreak as both climate and non-climate variables influencing dengue transmission may be unique in different locations (37). For instance, a study in Southern Thailand showed relative importance of weather predictors varied with geographical areas. The study indicated mean temperature, rainfall and relative humidity were associated with dengue haemorrhagic fever (DHF) in provinces along Andaman Sea border; while minimum temperature, number of rainy days and relative humidity were associated with DHF in provinces along the Gulf of Thailand border (38). Thus, spatial and transmission heterogeneity secondary to unique local factors may limit generalisation of the study result from one city to another.

Given that temperature and precipitation in Singapore are conducive for increasing vector population size, biting and infective rate and that silent transmission may occur in community, strong health policies that support active dengue surveillance and regular breeding source reduction exercises are vital for effectiveness and sustainability of dengue prevention efforts. As dengue outbreaks are surging in Asia Pacific and dengue viruses are spreading among nations in the region through international travel and trade, the risk of dengue outbreaks in Singapore will possibly be intensified. Therefore, further studies concerning impact of climate factors on both regional and local dengue incidence are essential for analysis of geographical dengue distribution and transmission patterns so as to facilitate formulation of regional adaptation and prevention strategies accordingly.

Conclusion

In view of global warming, efforts to strengthen dengue control programmes and public health interventions are inevitable in order to avert upsurge of dengue incidence which predictably increases national health burden and economic losses. The finding of this study reveals potential transmission of dengue disease as a result of climate variability with possible time lag up to 20 weeks. Currently NEA conducts intensive vector control measures 12 weeks before the anticipated rise in dengue cases based on temperature trending, during which public, government agencies and other stakeholders will be alerted to participate in preventive measures. Nevertheless, the additional use of extreme low or high weekly cumulative precipitation will further enhance the predictive model of dengue transmission and improve the effectiveness of current vector control programmes. A key to eradicate dengue from community is commitment and participation from individual population; therefore, integrating climatic factors into national dengue prevention/education programmes will help to create public awareness and enable individuals to take necessary precaution.
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Climate impacts on environmental risks evaluated from space: a conceptual approach to the case of Rift Valley Fever in Senegal
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Background: Climate and environment vary across many spatio-temporal scales, including the concept of climate change, which impact on ecosystems, vector-borne diseases and public health worldwide.

Objectives: To develop a conceptual approach by mapping climatic and environmental conditions from space and studying their linkages with Rift Valley Fever (RVF) epidemics in Senegal.

Design: Ponds in which mosquitoes could thrive were identified from remote sensing using high-resolution SPOT-5 satellite images. Additional data on pond dynamics and rainfall events (obtained from the Tropical Rainfall Measuring Mission) were combined with hydrological in-situ data. Localisation of vulnerable hosts such as penned cattle (from QuickBird satellite) were also used.

Results: Dynamic spatio-temporal distribution of Aedes vexans density (one of the main RVF vectors) is based on the total rainfall amount and ponds’ dynamics. While Zones Potentially Occupied by Mosquitoes are mapped, detailed risk areas, i.e. zones where hazards and vulnerability occur, are expressed in percentages of areas where cattle are potentially exposed to mosquitoes’ bites.

Conclusions: This new conceptual approach, using precise remote-sensing techniques, simply relies upon rainfall distribution also evaluated from space. It is meant to contribute to the implementation of operational early warning systems for RVF based on both natural and anthropogenic climatic and environmental changes. In a climate change context, this approach could also be applied to other vector-borne diseases and places worldwide.
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Rationale

Variation and change in climate

The climate changes and varies on many spatio-temporal scales. Natural variability in climate is a function of: (i) the relative position of the sun (and its activity such as sunspots, radiation, magnetism, eruption) and the earth; (ii) the Milankovitch cycles (1); and (iii) the interactions between the components of the climate system, i.e. the atmosphere, the hydrosphere, the cryosphere, the biosphere and the lithosphere. For centuries a panoply of climate signals have been noted, ranging from the diurnal, to multi-decadal effects including seasonal, quasi-biennial (QB), El-Niño/Southern Oscillation (ENSO), quasi-decadal (QD) and inter-decadal (ID) oscillations (2). Adding to these natural cycles and oscillations is the anthropogenic component from population increase, energy needs and associated pollution. Natural climate oscillations interact with the anthropogenic climate change component, and directly impact ecosystems, public health and socio-economic conditions. The natural variability of the global climate during the 20th century is reproduced in Fig. 1 [see also (3)].

Climate change and public health

Climate change alters regional and local social and economic dynamics with the potential of bringing additional inequalities all around the world (4). This could
result in economic migration, and reduced access to primary resources. Climate change had impacts in historical times with respect to the development of many cultures. Changes have been observed in nutrient budgets and nutrient cycles, with enhanced human pressure through population increase and public health impacts. The total primary energy demand is expected to increase by \( \frac{2}{3} \times 60\% \) during the first quarter of the 21st century. Most of this energy will come from fossil sources, and unfortunately only \( \frac{1}{2} \) of it is expected from renewable sources. Such disequilibrium is likely to create socio-economic chaos, regional and local vulnerability in terms of prices and supply, and have considerable impacts on the environment and public health. It is recognised that beneficial impacts such as decreases in cold-related deaths are also anticipated. Direct influence from demographic factors may increase risks of infectious diseases being transmitted from person-to-person. Thus, socio-economic impacts on infectious diseases and public health, arising from climate and environmental changes, require attention. Most emerging (or re-emerging) infectious diseases (including vector-borne diseases) are due partly to changes in ‘microbial traffic’, for example, the introduction of pathogens from wildlife into human populations already at risk. Changes in transmission of diseases by vectors (such as mosquitoes) may arise from new vector reservoirs in different habitats, the changing climate and environmental determinants of which deserve further investigation. These processes may depend upon ecological and environmental factors, but the spread of diseases is also facilitated by climate variability/change, population migration, demographic crowding effects, sanitation levels and/or breakdowns in public health systems. As of today, the increase in occurrence of many infectious diseases reflects the compounded effects of climatic and environmental changes, population increases, economic, social and technological changes.

**Climate change and infectious diseases**

The challenge for assessing socio-economic impact of infectious diseases (\( \sim 75\% \) of actual infectious diseases in humans are zoonoses) cannot be addressed without considering both abiotic and biotic environmental factors that affect the maintenance and transmission of the diseases. The last 25 years have witnessed an explosion of environmentally related diseases and disorders, with strong environmental forcing and adaptation or lack thereof. For infectious diseases, this includes increases in prevalence, incidence and geographical distribution across wide taxonomic ranges, related to climatic and environmental changes and practical changes in land-use. The understanding of these associated changes represents

---

**Fig. 1.** During the 20th century a global statistical analysis in the frequency-domain of both sea-surface temperature and sea-level pressure, allows identification of natural climate signals. Coloured bands highlight those signals with their percentage of variance displayed on the ordinates, i.e. secular signal or penta-decadal (blue band, signal # 1), El-Niño/Southern Oscillation or ENSO (orange bands, signals # 4, 5 and 6), the quasi-biennial signal (green bands, signals # 7 and 8). Signal # 2 ID or inter-decadal, and signal # 3 QD or quasi-decadal, are more locals and found over the Pacific and Atlantic Oceans, respectively (2). The anthropogenic climate change is interacting and modulates the above climate signals.

---
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an important step for moving away from the more traditional individual-centred view of microbiology and medical epidemiology.

Direct health effects of climate variability and change include: (i) changes in mortality and morbidity arising from heat-waves and thermal stress (such as in 2003 over southwest Europe; and to a lesser degree in 2007 over Italy and Greece); (ii) respiratory ailments associated with modified concentrations of particulate matter and aero-allergens (e.g. spores, moulds) and/or air pollutants; and (iii) health consequences from extreme weather events, including storms, floods and gales.

Indirect health effects arise from perturbation of more complex ecological systems, and include changes in the ecology, range and activity of vectors and associated diseases (i.e. malaria, West Nile virus, Rift Valley Fever (RVF), avian flu, chickungunya, dengue fever and others) (5); changes in the environment for water-borne diseases and pathogens (i.e. gastro-intestinal infections, vibrio diseases including cholera, diseases from polluted water and others); changes in the atmospheric boundary layer, and transmission of air-borne diseases (i.e. meningitis, respiratory ailments and others); changes in regional and local agricultural practices and food availability which can lead to malnutrition and lack of fresh water. Public health can also be affected by massive population movements along narrow coastal regions, and by regional conflicts arising from declining agricultural and water resources. Some diseases have already extended their endemic range, such as leishmaniasis in southern Europe and the Maghreb. Climate change may facilitate habitat extension for sandfly and other phlebotome vectors northwards, whilst the ecology and geography of the tick species responsible for transmitting Lyme disease may profoundly change.

Climate change and decision-making
Climate change affects regional socio-economic costs and losses, through changes in temperature and soil moisture, inherent use of fertilisers and pest and pathogen activity. Decision-making models to be used must include:

1. Identification of ‘normal’ impacts of disease (in lives and economic terms).
2. Definition of ‘climate events’ linked to ‘health events’ (epidemics, endemics, pandemics).
3. Definition of ‘increased impacts’ and socio-economic losses.
5. Definition of real costs for effective implementation of services such as Health Information Systems (HIS).
6. Quantification of real savings (including lives) if a well-identified ‘health event’ does not occur.

Even if regional modelling studies consistently indicate that tropical and sub-tropical countries would be most affected, changing climate and environment at higher latitudes must also be considered. Forecasting climate change impacts on public health requires the development of scenario-based risk assessments which must include generalised assessment of the consequences from complex demographic, social and economical disruptions. Integrated mathematical modelling must be used if one wants to estimate the future impacts of climate change on health (6). Such new modelling requires that each component of the chain of causation: climate, environmental and social change is fully represented.

Uncertainties do remain and are due to future industrial and economic activities, interactions between and within natural systems, and differences in sensitivity of disease systems and vulnerability of populations. Differences in population vulnerability could arise from heterogeneity of human culture, social relations and behaviour. Non-linear uncertainties arise from the stochastic nature of the biophysical systems being modelled. Local anthropogenic deforestation may directly alter the distribution of vector-borne diseases while also cause a local increase in temperature (positive feedback).

Climate and environmental changes and remote sensing
Public health indicators and disease surveillance activities should be integrated with other in-situ monitoring systems developed by the United Nations, such as Global Climate Observing System (GCOS), Global Ocean Observing System (GOOS), Global Terrestrial Observing System (GTOS) and the integrated Global Earth Observation System of Systems (GEOSS). Today, the use of satellites allows monitoring in high resolution of changes in environmental and climatic parameters. This provides an important continuum of observational spatio-temporal scales on both oceanic and terrestrial environmental structures, which should never be interrupted.

Tele-epidemiology
Infectious diseases remain a considerable challenge to public health. In the context of climate change and the rapidly increasing population as mentioned above, some epidemics are emerging or re-emerging such as the RVF over West Africa, dengue fever over northern Argentina and chikungunya in the Indian Ocean and northern Italy, among others.

The conceptual approach
Following the French contribution and presentation during the Johannesburg Summit 2002, a new conceptual approach has been developed: so-called tele-epidemiology
(7). It aims to monitor and study the spread of human and animal infectious diseases which are closely tied to climate and environmental changes. By combining satellite-originated data on vegetation (SPOT), meteorology (Meteosat, TRMM), oceanography (Topex/Poseidon; ENVISAT, JASON) with hydrology data (distribution of lakes, water levels in rivers, ponds and reservoirs), with clinical data from humans and animals (clinical cases and serum use), predictive mathematical models can be constructed.

Lately as a part of the French Ministry of Research’s Earth/C1 Space Network, a pilot sentinel network has been deployed in Niger and Burkina Faso for monitoring infectious diseases such as malaria, which is also tied to changing environmental factors. This integrated and multidisciplinary approach of tele-epidemiology includes:

1. Monitoring and assembling multidisciplinary in-situ datasets to extract and identify physical and biological mechanisms at stake;
2. Remote-sensing monitoring of climate and environment, linking epidemics with ‘confounding factors’ such as rainfall, vegetation, hydrology and population dynamics; and

As such an interactive tool contributing to HIS on re-emergent and new infectious diseases (RedGems) was born (8). It constitutes the main pillar of tele-epidemiology by facilitating real-time monitoring of human and animal health and the exchanges of epidemiological, clinical and entomological data. The primary mission of RedGems (www.redgems.org) is to contribute towards the development of early warning systems (EWS) for infectious diseases and contribute to the main three actions of tele-epidemiology presented above. The overall objective is to attempt predicting and mitigating public health impacts from epidemics, endemics and pandemics.

The Rift Valley Fever (RVF) case
The various components of the new conceptual approach described above have been thoroughly tested with regard to the emerging RVF in the Ferlo (Senegal). This successful approach has led the Senegalese government to provide funding, and extend the approach to all risk zones (i.e. hazards + vulnerability) where populations and cattle are exposed (9).

The Ferlo region in Senegal, became prone to RVF in the late 1980s with the appearance of infected vector mosquitoes of the Aedes vexans and Culex poicilipes species (10, 11). The latter proliferate near temporary ponds and neighbouring humid vegetation. RVF

Fig. 2. Integrated conceptual approach. The basic components for the concept are presented in the top three boxes: in-situ data (upper left), remotely sensed data (upper right) and Zone Potentially Occupied by Mosquitoes or ZPOMs and ‘productive rainfall’ in terms of production of mosquitoes/vectors (centre). The bottom three boxes distinguish between hazards (bottom left), vulnerability (bottom right), both leading to the environmental risks (very bottom).
epizootic outbreaks in livestock cause spontaneous abortions and perinatal mortality. So far, human-related disease symptoms are often limited to flu-like syndromes but can include more severe forms of encephalitis and haemorrhagic fevers. As a result, local socio-economic resources can be seriously affected. The ultimate goal was to use specific Geographical Information System (GIS) tools and remote-sensing (RS) images and data to detect potential breeding ponds and evaluate RVF transmission and areas potentially at risk, characterised as Zones Potentially Occupied by Mosquitoes (ZPOMs).

A schematic design of the integrated conceptual approach to determine the environmental risk levels of RVF is presented in Fig. 2. The upper left box in the figure identifies key entomological factors for *A. vexans* (flying-range, aggressiveness and embryogenesis), environmental factors (rainfall distribution, limnimetry and pond dynamics) as well as pastoral data such as the zones where animals are penned at night. From the upper right box, the detection of lead environmental and climatic factors (mainly rainfall) favouring the mechanisms presented are highlighted. For example, localities and optimal pond conditions for the breeding and hatching of *A. vexans* can be modelled. The central box refers to the ZPOMs derived from pond dynamics after a ‘productive rainfall’ event, and which includes the flying ranges of *A. vexans*. The integration of all the above components leads to the notion of risks: hazards and exposure vulnerability of hosts. This original approach bridges the physical and biological mechanisms, linking environmental conditions to the ‘production’ of RVF vectors and accompanying potential risks.

Possible hazards in the vicinity of fenced-in hosts are displayed in Fig. 3, where the Barkedji area is shown with the mapped ZPOMs. Thus, parks and villages can easily be identified. Out of 18 rainfall events obtained from TRMM for the 2003 rainy season, seven were considered ‘productive’ with regard to *A. vexans* production (based on entomological studies).

**Conclusion**

Climate variability and change, environmental risks and public health are all associated. In the case of potential RVF epidemics, mechanisms linking rainfall variability (and trends), density and aggressiveness of vectors and vulnerability of hosts are presented. Using observations from space, we constructed the dynamic evolution of ZPOMs [Fig. 4; see also animated on-line version in (9)]

---

**Fig. 3.** Zone Potentially Occupied by Mosquitoes, or ZPOMs with ranked hazards from yellow (low hazards) to red (high hazards). ZPOMs in the Barkedji area constructed from the pond distribution after a single rainfall event (top left). Localisation of the Barkedji village and ruminants’ fenced-in areas (vulnerability, from QuickBird) in black for the same area and period (top right). Potential risks i.e. hazards + vulnerability are shown by super-imposing the two pictures (bottom).
available at www.geospatialhealth.unina.it from the distribution and development of ponds was crucial. It allowed direct identification of RVF risks from discrete and ‘productive rainfall’ events such as local deep atmospheric convections and propagating squall-lines. This remote-sensing approach and the new integrated concept belongs to the so-called tele-epidemiology developed at CNES (14).

Climatic and environmental variability and changes identified from space provide the elements for the mapping of risk zones in which necessary conditions for the RVF virus to circulate and be transmitted exist. The evolution of the ZPOMs during the rainy season reveals areas in which populations and cattle of the Ferlo region in Senegal are exposed. There are many strengths in this approach. It can be used in quasi real-time, and results can be linked with biological modelling for virus transmission and circulation and more classical epidemiological models. Socio-economic risks may be reduced and mitigated, based upon statistical evaluation of the seasonal rainfall forecasts which can be assessed a few months prior to the rainy season and subsequently updated. For example, results can be immediately applied upstream by the Senegalese Direction de l’Elevage (DIREL) though strategic displacement of fenced-in areas for cattle penned at night, during the course of the rainy season. Nonetheless, socio-economic problems may still arise if the relevant information has not been distributed operationally to all parties involved, through regional HIS. Ultimately, the fully integrated approach should help in understanding the mechanisms leading to potential RVF epidemics and improve the RVF EWS.

The conceptual approach presented might not apply directly for other vector-borne diseases, whose vectors have different behaviours. Thus, physical and biological mechanisms for other infectious diseases and places (including higher latitude regions) need to be studied individually. A similar methodology using space observations may be used, particularly in places where climate and environment are foreseen to change rapidly, as for example currently being implemented for malaria in Burkina Faso.
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Vulnerability to episodes of extreme weather: Butajira, Ethiopia, 1998–1999
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Background: During 1999–2000, great parts of Ethiopia experienced a period of famine which was recognised internationally. The aim of this paper is to characterise the epidemiology of mortality of the period, making use of individual, longitudinal population-based data from the Butajira demographic surveillance site and rainfall data from a local site.

Methods: Vital statistics and household data were routinely collected in a cluster sample of 10 sub-communities in the Butajira district in central Ethiopia. These were supplemented by rainfall and agricultural data from the national reporting systems.

Results: Rainfall was high in 1998 and well below average in 1999 and 2000. In 1998, heavy rains continued from April into October, in 1999 the small rains failed and the big rains lasted into the harvesting period. For the years 1998–1999, the mortality rate was 24.5 per 1,000 person-years, compared with 10.2 in the remainder of the period 1997–2001. Mortality peaks reflect epidemics of malaria and diarrhoeal disease. During these peaks, mortality was significantly higher among the poorer.

Conclusions: The analyses reveal a serious humanitarian crisis with the Butajira population during 1998–1999, which met the CDC guideline crisis definition of more than one death per 10,000 per day. No substantial humanitarian relief efforts were triggered, though from the results it seems likely that the poorest in the farming communities are as vulnerable as the pastoralists in the North and East of Ethiopia. Food insecurity and reliance on subsistence agriculture continue to be major issues in this and similar rural communities. Epidemics of traditional infectious diseases can still be devastating, given opportunities in nutritionally challenged populations with little access to health care.
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Having suffered some apocalyptic famines in the later decades of the twentieth century, Ethiopia acquired a reputation, at least among the international media, of being a land of famine. Fortunately the scale of famine has reduced, perhaps partly due to the end of the civil war in 1991, less widespread droughts, and improvements in water harvesting and storage. However, although famines in Ethiopia are no longer hitting the headlines as they once did, food security remains problematic in some areas and in particular periods. With increasing climate change, the probability will increase of episodes of extreme weather situations, i.e. fluctuations in seasonality and amounts of rainfall. Famine has long been recognised as a result of inequitable distribution, not of an actual shortage of food on a global or even a national scale (1). However, there is still a reason to assume that the human consequences of times of food insecurity or the need of aid are not equitably distributed. These consequences are not generally easy to assess in a society where even most births and deaths go unregistered, and where there is no comprehensive health information system.

Famine in Ethiopia is certainly not a new problem, and particular historical episodes have been documented over a long period (2). Much of the documentation of famine has concentrated on its effects on children (3), but there is also evidence of substantial effects of nutritional stress among older Africans (4). Acute episodes of famine...
Butajira town, one of the four administrative units of the district since 1987 (9), currently named the Meskan and Mareko district, with Butajira town as its administrative centre. Inspection of the BRHP data revealed two peaks of mortality, in 1998 and 1999, well in excess of the normally observed year-to-year variation. Further investigation and enquiry revealed that these related to a serious episode of unseasonal rainfall followed by drought with consequent food insecurity.

The aim of this paper is to characterise the detailed epidemiology mortality of this period, making use of the rare opportunity BRHP affords of having individual population-based data before, during and after the crisis period, on a longitudinal basis. Having access to basic information on household economy we also aim to demonstrate social inequity in vulnerability to climatic events.

Methods

BRHP has operated community-based surveillance on an open-cohort population sample within the Butajira District since 1987. This involved initially selecting a sample of communities within the district using a probability proportional to size method, an initial enumeration of the selected communities in late 1986, and continuous surveillance of vital events by means of household visits (initially monthly, later quarterly) from the start of 1987 (9). The sample includes five highlands, four lowland villages and one of the four administrative units of Butajira town.

Butajira district is located some 130 km to the south of Addis Ababa, in central Ethiopia, and is part of the Southern Nations, Nationalities and Peoples’ Region (SNNPR). The district covers an area of approximately 25 × 25 km. The mountains of the African Rift Valley rise to some 3,500 m above sea level to the west of the district, while the eastern area is a series of plateaux around 1,500 m above sea level. Consequently patterns of agriculture, which are predominantly based on subsistence crops together with some cash crop production, vary considerably across the district. Malaria occurrence is characterised by high altitude endemicity, with more frequent outbreaks in the lowland areas. Butajira town is centrally located at the interface of the highland and lowland areas, where the main activities are small-scale trading and service industries. Most town dwellers operate within a cash economy, albeit at a very basic level, unlike the more subsistence-based rural economy. Electricity, piped water and hospital services are available to many in the town, but not in the surrounding villages.

As the mortality peak associated with this period of untimely rainfall occurred during 1998–1999, the data analysed here relate to the 5-year period 1997–2001 inclusive, in order to see what happened before and after the crisis. BRHP routine data include all deaths, which are registered at the household level, and the informants’ opinion as to the cause of death. More recently, verbal autopsy procedures have been introduced, giving more detailed cause of death data (9, 10), but for this period, no more details on circumstances and causes of death are available. In this study, cause of death is as reported by the respondents in the routine surveillance. Household locations are known from GPS data, together with basic rural household characteristics such as household water supply and farm land holding, and linked to details of the individual inhabitants. In an attempt to study the socio-economic distribution of mortality, the rural population has been classified according to land holding as living on smaller or larger farms. The unit used in the BRHP data collection is the Ethiopian timad, approximately 0.5 hectares. Based on the distribution itself ‘smaller farms’ are defined as 0–3 timad, and ‘larger farms’ as 4 timad and above.

Monthly rainfall data from the weather station in Butajira for the years 1987–2003 were made available by the National Meteorological Authority. Crop statistics were provided by the District Agriculture Bureau of the Meskan and Mareko District Authority. BRHP data are managed in a dBase system, which was used to extract the relevant records for this period. The Cohort software (Umeå University) was used for person-time-based cohort analysis and Stata (Stata Corporation) for logistic regression analysis. Space–time clustering was modelled using SaTScan v6.1 (11–13).

BRHP research activities have been approved by the National Ethical Clearance Committee and individual
Results
Average annual rainfall was 1,211 mm for the period 1987–2003. Annual rainfall showed moderate variation over the period for which data were available, from a maximum of 1,471 mm in 1996 to the minimum of 865 mm in 2000. However, monthly rainfall fluctuated considerably more. Fig. 1 shows the rainfall 1997–2001 by month, plotted against the average for each calendar month of the period 1987–2003. The expected pattern has a smaller rainy season around March–April and a larger mid-June to mid-September. While 1997 and 2001 show average patterns with clear seasonality and average totals, the three intervening years are different. In 1998, the total rainfall was approximately 20% above annual average and there was no break between the small and big rains. Both 1999 and 2000 had less than average annual rainfall, 80 and 70% of average, respectively. In 1999, the small rains nearly failed and the big rains began late and went on into the normally dry harvest months, September–November. The rains in 2000 were approximately on season, but the total was low.

Unseasonal or low amounts of rain would be expected to influence the crop yields. The main harvest season is in October–November and the yield can be affected both by drought during the growth period in June–September and by rains during the harvest. However, the agricultural production reports to the district Bureau of Agriculture do not show any pattern similar to those of the rainfall data. Data for three major cash crops, maize, teff (an indigenous Ethiopian cereal) and pepper were available for five of the nine rural sub-districts included in the demographic surveillance, from the harvests 1997–2001. Maize shows a drop in yield for the year 1999 but not for 1998 or 2000. Teff and pepper gave average yields in 1998, 1999 and 2000. Overall, there was little variation in the reported agricultural production for the period.

Table 1 shows the mortality experience of the Butajira district population by year, sex age and area. A total of 3,512 deaths occurred in the 5-year period 1997–2001 inclusive, among 222,891 person-years (p-y) of observation, giving an overall mortality rate of 15.8 per 1,000 p-y. However, 1,327 deaths (37.8%) occurred in 1999 and 801 (22.8%) in 1998, giving a mortality rate of 24.5 per 1,000 p-y for 1998–1999, compared with 10.2 per 1,000 p-y in the remainder of the 5-year period. Mortality rates per 1,000 p-y, by quarter for the 5-year period, are shown in Fig. 2, in which the mortality fractions ascribed to malaria and diarrhoea/malnutrition are shown separately. There was no substantial measles outbreak during the period. The mortality peaks in 1998 and 1999 were reflected across all age groups, but were most marked in children under five years of age, who experienced the greatest increase in mortality rates. Deaths among children under 5 accounted for 47.2% of the total. The CDC humanitarian crisis threshold of one death per 10,000 per day (14) was exceeded during the period April–September 1999.

Fig. 3 shows how under-five mortality was distributed among the three different ecological zones (rural highlands, rural lowlands and Butajira town). It is evident that the town population was largely unaffected, with only a very minor increase in mortality in 1998. In the following analyses, the town population has therefore been excluded.

Most of the excess mortality in 1998–1999 appears to be attributed to either malaria or diarrhoea/malnutrition (Fig. 2). Table 2 shows the results of a multivariate analysis.
Table 1. Mortality per 1,000 person-years and number of deaths, 1997–2001 in the Butajira district, by age, sex, geographical area and calendar year

<table>
<thead>
<tr>
<th>Sex</th>
<th>Age years</th>
<th>1997 Mortality/1,000 p-y (deaths)</th>
<th>1998 Mortality/1,000 p-y (deaths)</th>
<th>1999 Mortality/1,000 p-y (deaths)</th>
<th>2000 Mortality/1,000 p-y (deaths)</th>
<th>2001 Mortality/1,000 p-y (deaths)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Highland F</td>
<td>0-4</td>
<td>30.9 (48)</td>
<td>44.8 (72)</td>
<td>84.4 (131)</td>
<td>26.8 (41)</td>
<td>20.2 (30)</td>
</tr>
<tr>
<td></td>
<td>5-49</td>
<td>6.0 (40)</td>
<td>8.6 (63)</td>
<td>14.6 (111)</td>
<td>5.1 (41)</td>
<td>2.5 (21)</td>
</tr>
<tr>
<td></td>
<td>50+</td>
<td>43.5 (32)</td>
<td>36.9 (29)</td>
<td>117.5 (90)</td>
<td>30.2 (24)</td>
<td>10.3 (9)</td>
</tr>
<tr>
<td>M</td>
<td>0-4</td>
<td>44.2 (67)</td>
<td>42.5 (69)</td>
<td>79.1 (127)</td>
<td>26.4 (42)</td>
<td>21.7 (35)</td>
</tr>
<tr>
<td></td>
<td>5-49</td>
<td>6.0 (38)</td>
<td>9.2 (63)</td>
<td>13.6 (96)</td>
<td>4.8 (36)</td>
<td>2.6 (20)</td>
</tr>
<tr>
<td></td>
<td>50+</td>
<td>49.9 (39)</td>
<td>32.1 (26)</td>
<td>88.9 (70)</td>
<td>31.6 (26)</td>
<td>17.7 (16)</td>
</tr>
<tr>
<td>Lowland F</td>
<td>0-4</td>
<td>49.2 (67)</td>
<td>78.6 (115)</td>
<td>114.9 (161)</td>
<td>32.9 (45)</td>
<td>28.1 (39)</td>
</tr>
<tr>
<td></td>
<td>5-49</td>
<td>6.1 (32)</td>
<td>9.5 (55)</td>
<td>18.5 (111)</td>
<td>5.1 (33)</td>
<td>4.2 (28)</td>
</tr>
<tr>
<td></td>
<td>50+</td>
<td>29.5 (15)</td>
<td>54.1 (29)</td>
<td>76.0 (40)</td>
<td>33.5 (19)</td>
<td>21.4 (13)</td>
</tr>
<tr>
<td>M</td>
<td>0-4</td>
<td>43.9 (61)</td>
<td>84.0 (127)</td>
<td>103.4 (150)</td>
<td>36.1 (52)</td>
<td>25.7 (37)</td>
</tr>
<tr>
<td></td>
<td>5-49</td>
<td>7.1 (36)</td>
<td>11.7 (65)</td>
<td>18.8 (109)</td>
<td>4.4 (28)</td>
<td>3.0 (20)</td>
</tr>
<tr>
<td></td>
<td>50+</td>
<td>21.8 (13)</td>
<td>33.2 (21)</td>
<td>77.3 (48)</td>
<td>31.3 (21)</td>
<td>19.3 (14)</td>
</tr>
<tr>
<td>Urban F</td>
<td>0-4</td>
<td>18.6 (12)</td>
<td>15.4 (11)</td>
<td>28.1 (20)</td>
<td>13.8 (10)</td>
<td>19.8 (13)</td>
</tr>
<tr>
<td></td>
<td>5-49</td>
<td>3.9 (11)</td>
<td>4.3 (14)</td>
<td>1.9 (7)</td>
<td>2.8 (12)</td>
<td>3.0 (14)</td>
</tr>
<tr>
<td></td>
<td>50+</td>
<td>35.4 (11)</td>
<td>34.1 (11)</td>
<td>41.8 (14)</td>
<td>41.7 (15)</td>
<td>26.0 (10)</td>
</tr>
<tr>
<td>M</td>
<td>0-4</td>
<td>21.9 (14)</td>
<td>19.7 (14)</td>
<td>24.1 (18)</td>
<td>22.7 (17)</td>
<td>21.5 (15)</td>
</tr>
<tr>
<td></td>
<td>5-49</td>
<td>3.5 (9)</td>
<td>3.4 (10)</td>
<td>4.8 (16)</td>
<td>3.8 (15)</td>
<td>2.3 (10)</td>
</tr>
<tr>
<td></td>
<td>50+</td>
<td>25.1 (6)</td>
<td>27.9 (7)</td>
<td>30.3 (8)</td>
<td>20.5 (6)</td>
<td>22.4 (7)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>14.1 (551)</td>
<td>18.8 (801)</td>
<td>29.9 (1,327)</td>
<td>10.1 (483)</td>
<td>7.1 (351)</td>
</tr>
</tbody>
</table>

Fig. 2. Overall mortality rates by quarter for the period 1997–2001 in Butajira, showing mortality fractions for deaths reported to be related to malaria and diarrhoea/malnutrition.
logistic regression analysis investigating the characteristics of rural people who died during 1998–1999 from malaria \( (n = 364) \) and diarrhoea/malnutrition \( (n = 614) \), respectively, compared with deaths from all other causes \( (n = 1,000) \). Malaria deaths were more likely in those over the age of 5 years, while diarrhoea/malnutrition deaths were less likely between the ages of 5 and 50 years. Deaths from malaria were more likely during 1998 and from diarrhoea/malnutrition during 1999 (Fig. 2). Having a protected water supply was significantly protective against diarrhoea/malnutrition deaths. Smaller number of household members was a protective factor against malaria deaths as well as against diarrhoea/malnutrition deaths. Living in the lowland areas increased malaria deaths but possibly protected against dying from diarrhoea/malnutrition.

Space–time clustering analyses were undertaken for the 364 malaria deaths and 614 diarrhoea/malnutrition deaths.

![Fig. 3. Under-five mortality rates by quarter for the period 1997–2001 in Butajira.](image)

**Table 2.** Factors associated with deaths from malaria (364) or diarrhoea/malnutrition (614) compared with deaths from all other causes (1,000 deaths) in the rural areas of Butajira during 1998–1999. Results from multivariate regression analyses*. Confidence intervals are corrected for sampling effect of household clustering

<table>
<thead>
<tr>
<th>Factor</th>
<th>Level</th>
<th>Malaria</th>
<th>Diarrhoea/malnutrition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Multivariate odds ratio 95% CI</td>
<td>Multivariate odds ratio 95% CI</td>
</tr>
<tr>
<td>Sex</td>
<td>Female</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>1.15 0.89–1.47</td>
<td>0.84 0.42–1.33</td>
</tr>
<tr>
<td>Age group</td>
<td>Under 5 yrs</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td></td>
<td>5–49 yrs</td>
<td>1.73** 1.32–2.27</td>
<td>0.82 0.50–1.34</td>
</tr>
<tr>
<td></td>
<td>50+ yrs</td>
<td>1.87** 1.31–2.65</td>
<td>1.36** 1.03–1.80</td>
</tr>
<tr>
<td>Water source</td>
<td>Unprotected</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td></td>
<td>Protected</td>
<td>0.90 0.65–1.25</td>
<td>0.69** 0.51–0.94</td>
</tr>
<tr>
<td>Household members</td>
<td>Less than 5</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td></td>
<td>5 or more</td>
<td>1.29** 1.01–1.66</td>
<td>1.26** 1.02–1.56</td>
</tr>
<tr>
<td>Area</td>
<td>Highland</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td></td>
<td>Lowland</td>
<td>1.63** 1.25–2.14</td>
<td>0.80** 0.64–1.00</td>
</tr>
</tbody>
</table>

*Models including sex, age, source of drinking water, #household members and area.
**Significant at the 95% level.
deaths, respectively, among the 7,411 rural households surveyed. This revealed three clusters with statistically significant raised incidences of malaria deaths and five with raised diarrhoea/malnutrition deaths, as shown in Fig. 4.

The differences in rural overall, all-cause mortality between smaller and larger farmers over the period 1997–2001 is shown in Fig. 5 as adjusted rate ratios (RR) for each quarter of follow-up. There are two periods when the mortality gap widens, the RR increase and are statistically significantly greater than 1. The first is in the third quarter of 1998 and the second in quarters 1–3 of 1999.

These RR peaks nearly coincide with the two mortality peaks (Figs. 2 and 3), but precede them by one month.

The consequences of the famine on reproductive health are shown in Fig. 6, for the rural and town population combined. All-cause mortality among women aged 15–44 years in 1999 (11.63 per 1,000 p-y) was more than double that in the remainder of the 5-year period (5.45 per 1,000 p-y, RR 2.14, 95% CI 1.71–2.67), and at the same time a marked drop in birth rate was evident. Still births showed a later peak, in 2000, of 36.3 per 1,000 live births, a rate more than double that in the remainder of the 5-year

<table>
<thead>
<tr>
<th>cluster</th>
<th>cause</th>
<th>radius (km)</th>
<th>from to</th>
<th>deaths/population</th>
<th>RR</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>malaria</td>
<td>1.98</td>
<td>10/96 9/99</td>
<td>55/3153</td>
<td>4.03</td>
<td>0.001</td>
</tr>
<tr>
<td>2</td>
<td>malaria</td>
<td>0.06</td>
<td>7/99   12/99</td>
<td>5/25</td>
<td>77.6</td>
<td>0.008</td>
</tr>
<tr>
<td>3</td>
<td>malaria</td>
<td>1.50</td>
<td>7/99   12/99</td>
<td>20/2851</td>
<td>3.68</td>
<td>0.030</td>
</tr>
<tr>
<td>4</td>
<td>diarrhoea</td>
<td>1.75</td>
<td>4/99   9/99</td>
<td>98/3500</td>
<td>7.41</td>
<td>0.001</td>
</tr>
<tr>
<td>5</td>
<td>diarrhoea</td>
<td>2.07</td>
<td>4/99   9/99</td>
<td>72/2916</td>
<td>6.25</td>
<td>0.001</td>
</tr>
<tr>
<td>6</td>
<td>diarrhoea</td>
<td>1.89</td>
<td>4/99   9/99</td>
<td>55/3425</td>
<td>4.00</td>
<td>0.001</td>
</tr>
<tr>
<td>7</td>
<td>diarrhoea</td>
<td>3.05</td>
<td>4/99   6/99</td>
<td>31/3376</td>
<td>4.38</td>
<td>0.001</td>
</tr>
<tr>
<td>8</td>
<td>diarrhoea</td>
<td>1.29</td>
<td>4/99   6/99</td>
<td>20/1504</td>
<td>6.27</td>
<td>0.001</td>
</tr>
</tbody>
</table>

**Fig. 4.** Space-time clustering analysis of malaria deaths (n = 364) and diarrhoea/malnutrition deaths (n = 614) among 7,411 households (small dots) during 1998 and 1999 in the Butajira district. All the eight clusters shown represent areas/periods of significantly high mortality, as detailed at the base of the figure.
period (14.6 per 1,000 live births, RR 2.50, 95% CI 1.79–3.48). The BRHP cohort is generally too small for year-by-year analysis of maternal deaths, but there were no obvious trends during this period.

Discussion

There is no question that these analyses reveal a serious humanitarian crisis with the Butajira population during 1998–1999, which also met the CDC guideline definition. Nevertheless, Butajira District at the time did not convey the impression of a population in crisis, nor were any substantial humanitarian relief efforts triggered. The epidemiological analysis reveals that, in common with many historic famines, the direct causes of excess mortality were predominantly diarrhoeal disease and malaria, occurring as two distinct epidemics within the space of a few months.

In the case of the malaria epidemic in 1998, the mortality patterns have to be understood against the complex epidemiological patterns of malaria in highland Ethiopia. Butajira District does not experience the endemic malaria seen elsewhere in Africa, as a result of climate and altitude. The highland areas rarely experience malaria outbreaks at all, but when they do, for example as a result of seeding by gametocytaemic travellers, the effects can be very serious, since there is no substantial immunity in any age group. An extreme example of this is evident from the clustering analysis shown in Fig. 4, where 5/25 residents living within a 60 m radius (cluster 2) died from malaria in one highland village. In the so-called lowland areas, which are still substantially above sea level, there are more frequent outbreaks of seasonal malaria, but relatively low transmission levels and therefore poor individual immunity still mean that there can be considerable all-age mortality as a result. It may also have been the case here that nutritional stress and high mortality increased mobility in the population, either to seek food or attend funeral ceremonies, and this may have exacerbated the spread of malaria outbreaks into the highland villages.

The substantial epidemic of diarrhoeal disease mortality in mid-1999 is notable both for its magnitude and short duration, as well as its drastic effects among

![Graph showing overall, all-cause rural mortality rate ratios, smaller vs larger farms, by quarter, Mantel-Haenszel adjusted, 95% CI.](image)

**Fig. 5.** Overall, all-cause rural mortality rate ratios, smaller vs larger farms, by quarter, Mantel-Haenszel adjusted, 95% CI.

![Graph showing effects of famine on reproductive health indices in Butajira during 1997-2001.](image)

**Fig. 6.** Effects of famine on reproductive health indices in Butajira during 1997-2001.
children, comparing quarter 2, 1999 to the same quarters before and after (Fig. 3). This is indicative of acute, virulent disease such as cholera or other similar diarrhoeal diseases. Clearly there is no data available on the aetiology of this outbreak, though the substantial survival advantage of protected water sources suggests that it was a water-borne infection. As with malaria, increased mobility at the time may have contributed to the spread of the epidemic from village to village.

For both the diarrhoeal and malarial epidemics, it is clear from the clustering analysis that, as might be expected in relatively short-term epidemics of infectious disease, there were a number of high-incidence areas, while other places were more fortunate. It is notable that neither epidemic took a major hold within Butajira town (Fig. 3), despite being less than 1 km away from a nearby village in which 1 in 40 of the population died from diarrhoea (Fig. 4, cluster 5). Exactly what protected the town is not clear; the availability of better water supplies and housing may have contributed, but it may also have been due to not being part of the subsistence economy to start with, and hence not nutritionally compromised at the time of the epidemic.

The fact that the RR peaks in Fig. 5 precede the mortality peaks in Figs. 2 and 3 may be taken to show that the smaller farmers, at least in the rural areas, respond earlier than those moderately better off to the crisis, with an increasing mortality. ‘Smaller farmers’, with 0–1.5 hectares of land, in the context is mainly subsistence farmers, with no or little surplus crop to trade for cash.

The effects on reproductive indices (Fig. 6) are striking. Evidence from China has linked nutritional stress to increased foetal loss and decreased birth rates (15), but it is not clear in these data why the peak in stillbirths was as late as 2000, nor indeed whether this late peak was an effect of the same cause.

The Butajira area with its location in the central highlands of Ethiopia has not come into focus as a location for the severe famines reported from the northern and eastern part of the country (8). However, it seems likely that the poorest in the farming communities are as vulnerable as the pastoralists in the North and East. Reports of cash crop yields from Butajira villages show little variation over the period 1997–2001. Together with the fact that the mortality peaks in 1998–1999 were minor in Butajira town, this could indicate that it is those who are most unconnected to a cash economy and are most reliant on subsistence farming that experience most of the excess mortality.

A weakness of this analysis is that we have no primary data on nutritional status. The 1999 national survey (7) included regional-level data, which rated SNNPR as one of the lowest in Ethiopia (and in Africa) at that time, with 1,529 kCal per capita per day and 81.9% of the population being food-energy deficient. This is a clear indication of the poor nutritional status in the area at the time, and was measured over several seasons of the year, but does not provide any insight as to how food insecurity might have been changing year by year. On the other hand, these levels of mortality have not been seen at any other time since the inception of BRHP in 1987, which, together with local evidence of drought and famine, suggest that this crisis was a major demographic and health event.

The attribution of cause of death during this period was also not totally robust. However, the large excess number of deaths due to diarrhoea and malaria in a short period of time, as shown in Fig. 2, are not likely to have happened by chance. Death following acute diarrhoea, particularly during an epidemic, is not difficult for relatives to recognise and remember. It could be argued that deaths reported as malaria could be mistaken for other acute febrile illnesses. However, the larger proportion of malaria deaths in lowland areas and the seasonal pattern both add verisimilitude to the data. Measles did not play any major part in the observed mortality rates, probably due to relatively good levels of immunisation.

The overall pattern of mortality is also very similar to other famines documented in the past. For example, taking the serious famine that Sweden experienced nationally in 1773, annual mortality rates for the period 1771–1775 were 27.7, 37.6, 53.2, 22.3 and 24.7 per 1,000, closely similar to the experience of Butajira more than two centuries later.

With hindsight, it is also clear that the surveillance system in BRHP should have picked up the excessive rates of mortality at the time, and used the information to trigger appropriate interventions (16). This did not happen, and perhaps demographic surveillance sites (DSS) in general should give more thought to implementing mechanisms for raising immediate alarms whenever, for example, the one death per 10,000 per day threshold in crude mortality is reached (17).

In conclusion, the people of Butajira experienced an insidious yet devastating famine at the turn of the millennium, at a time when most of the world has consigned such events to history. Food insecurity and reliance on subsistence rain-fed agriculture continue to be major issues in this and similar rural communities. Epidemics of traditional infectious diseases can still be devastating, given opportunities in nutritionally challenged populations with little access to health care. More action could and should have been taken in this case, not least by using the surveillance system to flag the emergency. With continuing climate change, episodes like the 1998–1999 may become more frequent, thus increasing the need for weather warning systems to be extended to subsistence farmers as well as for local measures to meet local food shortages.
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Using high spatial resolution remote sensing for risk mapping of malaria occurrence in the Nouna district, Burkina Faso
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Introduction: Malaria control measures such as early diagnosis and treatment, intermittent treatment of pregnant women, impregnated bed nets, indoor spraying and larval control measures are difficult to target specifically because of imprecise estimates of risk at a small-scale level. Ways of estimating local risks for malaria are therefore important.

Methods: A high-resolution satellite view from the SPOT 5 satellite during 2008 was used to generate a land cover classification in the malaria endemic lowland of North-Western Burkina Faso. For the area of a complete satellite view of 60 × 60 km, a supervised land cover classification was carried out. Ten classes were built and correlated to land cover types known for acting as Anopheles mosquito breeding sites.

Results: According to known correlations of Anopheles larvae presence and surface water-related land cover, cultivated areas in the riverine vicinity of Kossi River were shown to be one of the most favourable sites for Anopheles production. Similar conditions prevail in the South of the study region, where clayey soils and higher precipitations benefit the occurrence of surface water. Besides pools, which are often directly detectable, rice fields and occasionally flooded crops represent most appropriate habitats. On the other hand, forests, elevated regions on porous soils, grasslands and the dryer, sandy soils in the north-western part turned out to deliver fewer mosquito breeding opportunities.

Conclusions: Potential high and low risks for malaria at the village level can be differentiated from satellite data. While much remains to be done in terms of establishing correlations between remotely sensed risks and malaria disease patterns, this is a potentially useful approach which could lead to more focused disease control programmes.

Keywords: high spatial resolution; remote sensing; malaria; West Africa; Burkina Faso; Anopheles; risk mapping; SPOT 5 satellite
measures to everyone irrespective of the level of risk exposure.

The alternative – unorthodox – approach proposed here is based on the assumption that the financial and logistical constraints of health systems in districts such as the one under study are so formidable that focusing measures on populations at high risk of transmission is justified. No one would challenge a temporal focus in an area of highly seasonal transmission. Following this rationale, the recent WHO malaria report (3) suggests distributing bed nets and drugs before the rainy season so that populations have better access during the peak transmission season.

In this paper, we argue that an additional spatial focus should be considered. This is based on consistent findings in the study area of very varied malaria incidence rates between even adjacent villages (4). Regions in and close to Sahel are known for very focal and seasonal transmission (5–8). The combination of the advent of low-cost high-resolution remote sensing and reports of different malaria transmission risks based on different surface water quality, size and land cover led us to carry out the current study. The main objective of this paper is to answer the question to which extent remote sensing can validly identify different larval habitats producing different malaria transmission risks. The spatial resolution of sensors is still limited to habitats at least several metres in diameter, and the revisit rate of high-resolution satellites is too low to map dynamic changes.

We are of course aware that, having answered this question, further studies would be needed on

1) the statistical associations between remotely sensed risk zones and actual entomological data within them;
2) the relationship between both entomological and remotely sensed data, and incident malaria cases and their severity, together with malaria mortality; and
3) the evaluation of cost effectiveness of interventions in a target area. These could be raising bed net coverage in high-risk areas, coupled with larval control and indoor spraying. This should be carried out through cluster-randomised and controlled intervention studies.

The next generation of satellites will deliver new dimensions of spatial resolution within the sub-metre range and hence allow detection of even smaller habitats. The more limiting factor will still be the flyover frequency, so even usage of a higher spatial resolution will require temporal modelling of habitat dynamics. New and original approaches on dynamics have been set up for others diseases such as Rift Valley fever in Senegal (9). The predominant percentage of prevalent surface water and related land cover is already detectable with current technology. Risks emerging from small-scale water agglomerations, e.g. puddles, skid marks, etc. that often do not evaporate completely for periods of several weeks has to be modelled from the implications of their characteristic larval production, occurrence and duration since they cannot be detected directly via remote sensing.

Materials and methods

The study site lies in the north-western part of Burkina Faso in the Kossi district and correlates to the satellite view of the SPOT 5 satellite from 2008. In the centre of this area, which is 60 × 60 km, the village of Nouna is located at 12° 44′ N; 3° 51′ W. Most areas in this region lie on an altitude of 150–250 m above sea level and belong to a Precambrian peneplain. Mean precipitation for Nouna during the last 10 years has been 817 mm per year. The monthly maxima during the rainy season between May and September can reach up to 350 mm. The yearly average temperature of Nouna is 27.8°C.

While some studies (10) have dealt with an extensive collection of ground data for a relatively small study site of few square kilometres, for this study wide parts of a 3,600 km² satellite view were used to map habitats which are known to be appropriate for Anopheles gambiae breeding from other studies. A SPOT 5 (Satellite Pour l’Observation de la Terre) satellite image was utilised for this study. Since the study area was visited during late rainy season and the collection of ground truth points had to be close in time to the flyover, a satellite view of 1 September 2008 was programmed. The multispectral image used consists of three bands (red, green and near infrared) and resolution is 2.5 m per pixel. Images were received orthorectified and georeferenced (level 3) in UTM system (zone 30P).

Training zones

During the six-week field phase from August to October 2008, an overall number of 45 ground truth points were taken in different geographic regions within the satellite view in order to produce a classification scheme (Fig. 1).
These ground truth points are objects in the terrain that are needed for recognising different land cover in the satellite image. Knowing the location and land cover type of ground truth points in the terrain allows the determination of similar zones in the satellite image. Ground truth points contained rice fields, sorghum, water pools, bare soil, buildings, bush, etc. Most locations were visited contemporaneously with satellite overflight; positions being recorded using GPS handheld receivers (Garmin GPS Map 76s). All ground truth objects were saved as waypoints, and some additionally as polylines using the track recording function of the GPS.

**Supervised classification**

For analysis of the SPOT image ITTVIS, ENVI image processing software was used. The image was classified by using validation data collected during a six-week field study in 2008. Using the Region of Interest-Tool (ROI) in ENVI, 45 ground truthing points were used for spectral reference. These training signatures were distributed in 15 classes, which were merged later into 10 classes to run the classification. Using three bands (red, green and near infrared), the image was processed using the maximum likelihood calculation for supervised classifications. The maximum likelihood classification assumes that the statistics for each class in each band are normally distributed and calculates the probability that a given pixel belongs to a specific class. During the process each pixel is assigned to the class that has the highest probability; if the highest probability is smaller than a specified threshold, the pixel remains unclassified.

**Data analysis**

The classified satellite image was saved in ENVI as an ASCII file. The ASCII format was then transformed into a raster file using ArcMap integrated conversion tools. This procedure allowed keeping the calculated classes in ArcMap in a selectable raster dataset. Classes were renamed and fitted to original colour set. For 30 villages, buffers of 500 m radius were constructed around the centre using ArcMap’s buffer wizard. These buffer zones represent the assumed Anopheles mosquito flying range (11, 12). The surface of each class within the radius around each village was calculated. This was performed using the ‘zonal histogram’ tool in the ‘spatial analyst’ extension in ArcMap. According to data from the 2008 study, as well as to typical Anopheles presence in different land cover types known from literature, the land cover types have been evaluated (10, 13–23). Since for this region there are no existing studies that deal with absolute numbers of mosquito larvae per habitat per time, a relative risk classification was constructed. Four classes of relative mosquito larvae presence in environmental habitats from low to very high were incremented (see Fig. 2).

Supervised classification

For analysis of the SPOT image ITTVIS, ENVI image processing software was used. The image was classified by using validation data collected during a six-week field study in 2008. Using the Region of Interest-Tool (ROI) in ENVI, 45 ground truthing points were used for spectral reference. These training signatures were distributed in 15 classes, which were merged later into 10 classes to run the classification. Using three bands (red, green and near infrared), the image was processed using the maximum likelihood calculation for supervised classifications. The maximum likelihood classification assumes that the statistics for each class in each band are normally distributed and calculates the probability that a given pixel belongs to a specific class. During the process each pixel is assigned to the class that has the highest probability; if the highest probability is smaller than a specified threshold, the pixel remains unclassified.

Data analysis

The classified satellite image was saved in ENVI as an ASCII file. The ASCII format was then transformed into a raster file using ArcMap integrated conversion tools. This procedure allowed keeping the calculated classes in ArcMap in a selectable raster dataset. Classes were renamed and fitted to original colour set. For 30 villages, buffers of 500 m radius were constructed around the centre using ArcMap’s buffer wizard. These buffer zones represent the assumed Anopheles mosquito flying range (11, 12). The surface of each class within the radius around each village was calculated. This was performed using the ‘zonal histogram’ tool in the ‘spatial analyst’ extension in ArcMap. According to data from the 2008 study, as well as to typical Anopheles presence in different land cover types known from literature, the land cover types have been evaluated (10, 13–23). Since for this region there are no existing studies that deal with absolute numbers of mosquito larvae per habitat per time, a relative risk classification was constructed. Four classes of relative mosquito larvae presence in environmental habitats from low to very high were incremented (see Fig. 2).

<table>
<thead>
<tr>
<th>No.</th>
<th>Land cover class</th>
<th>Risk level</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sandy soil</td>
<td>Low</td>
</tr>
<tr>
<td>2</td>
<td>Bare soil</td>
<td>Low</td>
</tr>
<tr>
<td>3</td>
<td>Dry vegetation</td>
<td>Low</td>
</tr>
<tr>
<td>4</td>
<td>Housing</td>
<td>Medium</td>
</tr>
<tr>
<td>5</td>
<td>Forest and bush</td>
<td>Medium</td>
</tr>
<tr>
<td>6</td>
<td>Field crops</td>
<td>High</td>
</tr>
<tr>
<td>7</td>
<td>Turbid water</td>
<td>High</td>
</tr>
<tr>
<td>8</td>
<td>Rice field (submerged/irrigated)</td>
<td>Very high</td>
</tr>
<tr>
<td>9</td>
<td>Submerged vegetation</td>
<td>Very high</td>
</tr>
<tr>
<td>10</td>
<td>Water covered with vegetation</td>
<td>Very high</td>
</tr>
</tbody>
</table>

Fig. 2. Land cover classes and risk levels according to various literature (10, 13–23).

The percentage of very high and high-risk land cover within the 500 m buffer zone of all villages was compared in a diagram and sorted by percentage (see Fig. 4). On the base of this graduation, two groups of villages were featured, one with a percentage of risk-related land cover lower than 25% of area with high and very high risk, another with more than 25%. This threshold marks at the same time a significant increase in very high risk land cover per village. In ArcMap, villages were redrawn on the satellite image indicating their calculated risk (see Fig. 5).

**Results**

For the 30 villages included in the local demographic surveillance system, the area of potential habitats with very high risk (submerged and irrigated rice fields, water covered with vegetation and submerged vegetation) and high risk (field crops with clayey soil and turbid water) was calculated for the 500 m buffer zone. The share of total surface accounted for by very high and high-risk habitats within the buffers showed a difference between the lowest and highest by nearly a factor of 20. Some villages (Dembelela) had around 3% of surface within the 500 m buffer covered with very high and high-risk habitats, while it reached up to 60% in the vicinity of other villages (Sere, Tissi). This is shown in Fig. 3.

Villages that already showed a high percentage of high-risk land cover within their 500 m buffer zone also had a higher percentage of very high-risk land cover types (see Fig. 4). Since risk is defined as appropriateness for larvae breeding, which is bound to surface water, the results show that an underlying factor exists that influences the presence or absence of both risk types at the same time.

Villages with similar risks turned out not to be randomly distributed over the survey area but lay together in certain regions. Two zones around villages with elevated risk (risk-related land cover share higher than 25%) and three zones containing villages at lower risk could be separated (see Fig. 5). These zones alternated from South-West to North-East. This remarkable difference in distribution of natural and anthropogenic land cover between regions seems to
have its origin in the natural distribution of geographic and geologic factors. Suitable factors could be the prevailing type of soil and or as additional effect depressions in topography. Those depressions played a role in regional water distribution although only showing height differences of 15 m or less. Since the survey region was relatively small and risk zones alternated within it, climatic differences do not seem capable of explaining those distributions. Soil types in this region often vary within small areas and show considerable differences in infiltration behaviour and water retention capacity. Some areas have mostly sandy soils, which leads to less environmental water...
reservoirs. Regions with clayey soils often show swampy characteristics during the rainy season and keep water for several days or weeks. Lateritic crusts at the surface are a prevalent type of substratum as well and allow nearly no infiltration but high runoff rates (see Fig. 5).

Discussion

We showed and validated with ground data that high-resolution satellite images can indeed identify small-scale habitats with sizes of only few metres diameter conducive to Anopheles larvae development. Micro habitats in the sub-metre scale are not directly detectable at the current state of technology, but need imputation via modelling in further studies. Those micro-habitats mainly play a role within villages where they are close to the population and this mostly during the peak of the rainy season. After more than one week without precipitation they mostly evaporate or are infiltrated and cannot act as productive habitats. Being not directly detectable, these micro-habitats need to be estimated by their average occurrence in typical villages and their occurrence attached to different land cover types. The extremely varied micro-distribution of risks between villages is compatible with the findings of Yé et al. (24), who reported considerable differences in malaria incidence between villages in the region.

The most extensive work on geographical variation of malaria risk in Africa has been made at the continental scale, based on meteorological data and historical ground data from various sites across the continent (25, 26), but using a much coarser resolution and were not useful for malaria control at the district level. At the time those studies were carried out, the current resolution was not available. Studies mapping Anopheles mosquito breeding habitats, transmission or disease, partly with higher resolution, have been made in Africa (8, 22, 25, 27–31) and South and Central America (32–35). Reliable information about vector density and malaria transmission risk is essential for understanding variations in local disease epidemiology and to stratify intervention programmes. The next step is to correlate malaria case data from the demographic surveillance system with the risk modelled by using high-resolution satellite imagery.

We are aware that there is a long and non-linear causal pathway between the number of larvae in a given habitat and the incidence, severity and cause-specific mortality of malaria so we urge for prudence in interpreting our data. Our mapping of villages into two risk categories for malaria transmission is a first step towards exploring the usefulness of targeted control measures. As pointed out in the introduction, our findings need to be connected with entomological and clinical data. On the basis of further results the application of counter measures can be considered. Since risk seems to be focused on certain zones, interventions like bed net distribution and indoor-spraying, but also the use of bacteria produced toxins that selectively kill larvae of certain mosquito species (36) seem to be putative approaches. It will only be after carefully designed intervention studies that any policy implications can be considered.
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**Fig. 5.** Villages with similar land cover risk in their 500 m buffer zones. Similar risks show spatial agglomeration in certain zones. Villages with high-risk habitats exceeding the 25% threshold in Fig. 4 have significantly higher land cover with very high risk (red columns in Fig. 4). The asterisk marks the position where Fig. 1 was photographed.
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Introduction: More than 95% of the population in Burkina Faso uses some form of solid biomass fuel. When these fuels are burned in traditional, inefficient stoves, pollutant levels within and outside the home can be very high. This can have important consequences for both health and climate change. Thus, the push to switch to cleaner burning fuels is advantageous. However, there are several considerations that need to be taken into account when considering the use and promotion of different fuel types.

Objective: In the setting of the semi-urban area of Nouna, Burkina Faso, we examine the common fuel types used (wood, charcoal and liquid petroleum gas (LPG)) in terms of consumption, energy, availability, air pollution and climate change.

Results and conclusion: Although biomass solid fuel does offer some advantages over LPG, the disadvantages make this option much less desirable. Lower energy efficiencies, higher pollutant emission levels, the associated health consequences and climate change effects favour the choice of LPG over solid biomass fuel use. Further studies specific to Burkina Faso, which are lacking in this region, should also be undertaken in this area to better inform policy decisions.

Keywords: biomass; fuel; Burkina Faso; air pollution; climate change; wood; liquid petroleum gas

Biomass fuels, which include wood, charcoal, crop residues and animal dung, are among some of the most widely used for cooking and heating, particularly in developing countries. Reliance on these materials can lead to numerous economic, environmental, social and health problems. Also, other problems that have already arisen may worsen. For example, increasing levels of biomass harvesting and combustion in response to the energy needs of growing populations can have important impacts on the global carbon cycle and consequently climate change. This growing population also faces the problem of having to invest ever-increasing amounts of time and effort to gather these fuels as resources become scarcer, particularly when harvested non-renewably (1, 2).

From indoor to outdoor air pollution

Air pollution is an international issue because of the transnational movement of pollutants across continents and oceans (3). Local sources usually only comprise part of the concentrations of particulate air pollutants in cities (4). However, an overlooked aspect of air pollution is indoor exposures. It has been estimated that 80% of the total global exposure to airborne particulate matter occurs indoors in developing nations (5). Indoor air pollution, when vented outside from biomass stoves, can also produce significant local outdoor pollution, particularly in dense urban neighbourhoods (6–8).

The bulk of the global indoor air pollution exposures stem from two sources: environmental tobacco smoke and the combustion of solid biomass fuels for cooking and heating (6). However, the burning of biomass fuels is usually conducted under less than ideal conditions, which leads to the incomplete combustion of this material and the subsequent release of a number of compounds, which can be detrimental to health (7) and the environment. These include carbon dioxide (CO2), carbon monoxide (CO), methane (CH4), non-methane hydrocarbons (NMHC), nitric oxide (NO), ammonia (NH3), particulates and inorganics (9).

Another by-product of incomplete combustion is black carbon or soot. Soot, when released into the atmosphere, blocks and absorbs solar radiation, which can greatly...
contribute to solar heating (10). Additionally, soot can mix with other aerosols to produce other products of incomplete combustion (PICs), which, in some cases can multiply associated effects (10, 11). Open biomass burning is estimated to be responsible for approximately 42% of black carbon emissions (12).

Many of the by-products of the incomplete combustion of solid biomass fuels are important in terms of climate change. Therefore, interest in the links between solid biomass fuel use and climate change has been growing (8, 13–15). Importantly, the contribution of biomass solid fuel to greenhouse gas (GHG) emissions and its implications for climate change should not be underestimated (9, 15).

Health consequences of biomass smoke exposure from cooking

A further critical consideration of solid biomass fuel use is the associated health effects. Approximately 1.5 million deaths every year from respiratory infections can be attributed to the environment, including the effects of indoor and outdoor air pollution (16). Acute respiratory infections (ARI) in children are one of the leading causes of infant and child morbidity and mortality (17–19). Detailed studies have found strong correlations between the maternally reported number of hours per day children under two years spent by the fire and the incidence of moderate and severe ARI cases in rural Nepal (20). Open wood-fires were also a significant risk factor for ARI among children under three years in a study in Zimbabwe (21). Additionally, girls in the Gambia under five years of age carried on their mother’s backs during indoor cooking were found to have a six times higher risk of ARI than other children in the study, which was more than the risk from exposure to environmental tobacco smoke (22).

Chronic obstructive pulmonary disease is another outcome of exposure to high levels of air pollution (23). For example, studies in Nepal (24) and India (25, 26) found that non-smoking women who cooked on biomass stoves had a higher prevalence of this condition than women who used biomass stoves less. Studies in China and one in Japan have also found associations between biomass fuel use and lung cancer. Thirty-year-old women in Japan cooking with straw or wood had an 80% increased chance of having lung cancer later in life (23). Likewise, a study in China found strong associations between lung cancer and use of biomass-burning stoves (27).

At-risk groups

The health risks posed by biomass smoke exposure are generally borne by women and children. There are very few activities that involve as many person-hours as cooking, which is done in every household every day in most of the world, primarily by women (28). The risks from biomass smoke exposure are also high in young children as they spend large amounts of time with their mothers (8). Children carried on their mother’s backs or lap during cooking are often exposed to emissions from biomass fuel combustion from early infancy (22). Coupled with the fact that children’s immune systems are still developing and that they have higher mass-specific inhalation rates than adults, biomass smoke exposure could be an important factor affecting the occurrence of diseases (29).

Addressing the problem

In an effort to address this problem, people have been encouraged to move up the ‘energy ladder’ and use cleaner burning, more efficient fuels as a way to combat the problems associated with the use of biomass solid fuels (23). The energy ladder is made up of several rungs that represent fuels such as wood, charcoal, gas and electricity. Traditional fuels like dung, crop residues and wood typically occupy the lowest rungs. Charcoal, kerosene, gas and electricity represent the higher rungs, in sequential order (30). The cleanest and most desirable fuel substitutes include kerosene, liquid petroleum gas (LPG) and electricity. Wood typically releases 50 times more particulates, CO, formaldehyde, nitrogen oxides and polycyclic aromatic hydrocarbons during cooking than gas (23).

However, as the energy ladder is ascended and emissions decline, fuel costs increase and the availability of these materials also decreases (30). Household income has been shown to be the most important determinant of the choice of household energy in the developing world. Thus, the use of traditional fuels and poverty is very closely interlinked (31). Halving the number of people worldwide cooking with solid fuels by 2015 through the introduction of LPG would cost approximately 13 billion USD per year and provide an economic benefit of 91 billion USD per year (32), a worthwhile investment. Unfortunately, the prediction is that, in the future, the majority of those using biomass will continue to do so in the short and medium-term. However, shortages in supplies stemming from socio-economic and environmental problems will, at the same time, render this option less feasible (23).

Unfortunately, little information exists as to the consumption, availability and climate change effects of different types of fuel used in Burkina Faso, a country with extremely high levels of biomass use (33, 34). Here, we examine the consumption, energy, availability, air pollution and climate change aspects of some of the most commonly used fuels, such as wood, charcoal and LPG, in Burkina Faso. Within this context, we then discuss some of the beneficial and detrimental aspects associated with the use of these fuels and how these could be used to introduce energy policies in Burkina Faso.
Case study: air pollution in Nouna, Burkina Faso

Burkina Faso

Burkina Faso is a landlocked country located in Western Africa made up of 45 provinces with an area of 274,200 km² (35). Approximately 14.4 million people live in Burkina Faso and the current growth rate is 3% per year since 2006 (36, 37). Eighty-one percent of the population live in rural areas (35). Burkina Faso is one of the poorest African countries with 45% of the population living below the poverty line on approximately 1 USD per day in 2006 (36). The average per capita public expenditure on health care is 5.12 USD, which falls far below the Commission on Macroeconomics and Health's recommended minimum for essential health intervention of 30-40 USD per capita per year in developing economies (38).

Over 95% of Burkinabé households use biomass fuels (32). It has been estimated that over 21,500 deaths every year in Burkina Faso are attributable to exposure to indoor biomass smoke (39). The disability adjusted life years (DALYs) associated with indoor air pollution in Burkina Faso were estimated to be 58 per 1,000 capita per year in 2002 compared to 1.7 DALYs per 1,000 capita per year for outdoor air pollution (39). The burden of disease attributable to solid biomass fuel use in Burkina Faso is approximately 8.5% (34).

Nouna, Burkina Faso

Nouna is a semi-urban town located in the Kossi province in northwest Burkina Faso, approximately 300 km from the capital city of Ouagadougou. There are two seasons: the rainy season runs from June to October and the dry from November to May. Like most of Burkina Faso, Nouna is inhabited mainly by subsistence farmers. Previous studies have indicated that biomass fuel use in Nouna is also very high (>98%) (33). Most households (86%) were found to cook outside in the dry season; however, many preferred cooking in sheltered corners or against walls which tended to concentrate smoke from the fires close to the house (33). Those who did not cook outside, cooked indoors in kitchens with mud roofs and tiny windows with little ventilation. Over half of the households in the study (58%) exclusively used biomass for cooking while 40% used a mix of biomass and other fuels. Only 2% did not use biomass and cooked exclusively with other fuel types. Additionally, 92% of the households in the study burned biomass solid fuel in traditional, three stone stoves. Combined, these factors resulted in very high pollutant exposures and an increased burden of ARI in children (33).

Wood, charcoal and liquid petroleum gas (LPG)

Consumption

As one of the most widely used fuels in Nouna, wood is an important solid biomass fuel. In a recent study, over 98% of households used wood for cooking (Table 1). Daily and yearly wood consumption in Burkina Faso was slightly lower than the daily (1.79–4.46 kg/capita/day) and yearly (9.3 Tg) wood consumption measured in a study in Zimbabwe (40). However, it must be noted that more recent consumption rates for Burkina Faso could be higher. Differences were also found between rural and urban areas. In rural environments, wood consumption was higher at 1.0 kg/capita/day compared to urban areas (0.6 kg/capita/day) (41). Kituyi et al. (42) also reported differences in firewood consumption rates between rural (2.14 kg/capita/day, weighted average) and urban (0.14 kg/capita/day, weighted average) areas in Kenya.

Charcoal was also reported as being used extensively in Nouna. Not surprisingly, urban areas in Burkina Faso were found to use more charcoal than rural areas (0.030 kg/capita/day and 0.013 kg/capita/day, respectively) (41). In Kenya, the mean weighted average consumption of charcoal was 0.37 kg/capita/day in urban areas and 0.26 kg/capita/day (42).

As far as we are aware, no information exists as to the consumption rates of LPG in Burkina Faso. In the Nouna study, less than 3% of households reported using LPG for cooking. A similar finding was also echoed in Kenya where LPG rates were 0.007 kg/capita/day (42).

<table>
<thead>
<tr>
<th>Fuel type</th>
<th>Respondents reporting use (%)</th>
<th>Daily consumption rate (kg/capita/day)</th>
<th>Yearly national consumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waste (e.g. crops and dung)</td>
<td>0.9</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Wood</td>
<td>98.2</td>
<td>1.48 (41)</td>
<td>5.64 Tg (41)</td>
</tr>
<tr>
<td>Charcoal</td>
<td>72.9</td>
<td>0.03 (41)</td>
<td>0.13 Tg (41)</td>
</tr>
<tr>
<td>Liquid petroleum gas</td>
<td>2.3</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Electricity</td>
<td>0.0</td>
<td>N/A</td>
<td>500,000 MWh (44)</td>
</tr>
</tbody>
</table>

*Respondents from the Demographic and Surveillance System (DSS) survey on demographics and health from a catchment area of approximately 1,775 km² covering 74,000 households (43).

*Out of a sample of 221 respondents. Many households reported using multiple types of fuel. (Yamamoto unpublished, 2009).
Energy

Biomass contributes between 10 and 12% of the overall energy in the world, although this varies with very low percentages in industrialised countries and values of 50% or more in developing countries (45). As presented in Table 2, a study in India using several stove and fuel combinations (46) found that the energy and efficiency of fuels varies widely. Depending on the type of stove used, conversion efficiencies of biomass fuels typically range between 8 and 18% (45). Energy losses, particularly with traditional stoves like those used in Nouna, are largely in the form of heat and the PICs, including CO, NO and particulates. Additionally, the moisture content of solid biomass fuels can also affect the amount of energy and PICs produced. Air-dried wood has water content between 12 and 20% and a heating value of 13–16 MJ/kg (45). New, freshly harvested wood can have a moisture content of 50% or more, which reduces the heating value to less than 10 MJ/kg (45) and greatly increases the amount of PICs produced. High combustion efficiency, such as found in fuels higher on the energy ladder, may result in lower PICs (15). Taken together, these factors all affect the amount of energy that reaches the cooking pot.

Women in Nouna reported cooking on average 1.6 meals per day during the rainy season. In India, it was estimated that the amount of energy needed to cook one meal was approximately 1 MJ (46). If we use this assumption, as we lack estimates for Burkina Faso, we can estimate that a woman will require 1.6 MJ per day to cook meals for her family. Taking into account the thermal efficiencies listed in Table 2, households would need approximately 0.4–0.6 kg of wood per day just for meals. These crude estimates may even be much higher when other factors such as the size of the family or the type of food cooked are taken into account. Conversely, as the energy and thermal efficiency of LPG is much greater than that of wood, it is estimated that only 0.06 kg of LPG is required to produce the same amount of energy. Thus, much less fuel is needed to cook the same meals.

Table 2. Energy and efficiency of different fuel types typically used in India (46)

<table>
<thead>
<tr>
<th>Fuel type</th>
<th>Stove types</th>
<th>Energy (MJ/kg)</th>
<th>Thermal efficiency$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wood</td>
<td>Three stone</td>
<td>15.1–15.5$^a$</td>
<td>0.18–0.29</td>
</tr>
<tr>
<td></td>
<td>Traditional mud</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Improved vented</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Improved vented</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Improved metal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Charcoal</td>
<td>Angethi</td>
<td>25.7</td>
<td>0.18</td>
</tr>
<tr>
<td>LPG</td>
<td>LPG stove</td>
<td>45.8</td>
<td>0.54</td>
</tr>
</tbody>
</table>

$^a$Depending on wood type (e.g. acacia, eucalyptus and roots).
$^b$Thermal efficiency is a combination of combustion and heat transfer efficiency.
$^c$Galvanised iron bucket combined with mud/concrete and a grate.

Availability

In terms of the exploitable quantity of ligneous fuel, Burkina Faso is estimated to have approximately 4.5 tonnes/capita/year (41). Wood fuel production estimates for Burkina Faso were 9,150,000 m³ in 1994 (47). However, this is probably not evenly distributed, which may lead to shortages and surpluses in different parts of the country. Wood, and particularly charcoal, can be economically transported from rural areas to urban areas (45), which may offset some of these disparities. Nonetheless, biomass fuel is poorly characterised because it is not traded in markets and is generally used or gathered locally (non-commercially) and is therefore not part of national statistics (45).

At the local level, fuel is available and can be purchased from the Nouna market. A ‘charette’ of 500 kg of wood costs approximately 2,500 CFA (5.62 USD) locally. In comparison, a 100 kg bag of charcoal is 1,500 CFA (3.37 USD) and a 6 kg cylinder of LPG approximately 5,000 CFA (11.23 USD) (Ouedraogo, personal communication). Using the above crude estimates, the approximate cost of cooking 1.6 meals per day over the course of a year in Nouna would be between 730 and 1,092 CFA (1.64–2.45 USD) using wood, 1,895 CFA (4.25 USD) using charcoal and 19,732 CFA (44.28 USD) using LPG. Therefore, LPG is out of reach of many households who survive on less than 72,690 CFA (162.43 USD) per year (48).

Wood can also be gathered for free from nearby sources. However, gathering wood is a time-consuming activity. For example, women in a rural area of Sri Lanka were forced to walk an average of 5.8 km to collect firewood when an irrigation project brought about widespread environmental damage and tree destruction (2). The time expended on this chore alone was 4.7 hours per week. Thus, in an effort to reduce the time demands for fuel collection, women began to carry average loads of 24 kg (2). The consequences of increased gathering time for fuels can be the substitution of inferior fuels, reductions in the amount of wood used and the cooking of fewer meals, which in turn can lead to less income, rest, space and water heating as well as hygiene. Fewer special foods may also be prepared for the ill, pregnant or children and the elderly (49). Nonetheless, biomass fuels are usually available and inexpensive, making them attractive alternatives especially for the rural poor (17, 33, 42, 50, 51).

Both wood and LPG can pose additional hazards to health that also need to be considered. For example, gathering wood fuel can be linked to increased risk of assault or natural hazards (49). Similarly, burns were
responsible for several injuries, particularly among children, from cooking appliances, steam or other gases in a study in Iran. Fatalities were also recorded in the study from fires related to the manipulation of gas equipment for cooking or heating (52).

**Pollution**

The health effects associated with exposure to biomass pollutants are well known (19, 49, 53). These pollutants stem from the incomplete combustion of wood, charcoal and LPG, which releases several by-products in addition to heat. These include CO₂, CO, CH₄, particulates like black carbon and other organic compounds (Table 3, (15)). Extremely high levels of pollutants can occur with the burning of biomass fuels for cooking. The mean concentration of PM₁₀ measured in the kitchens during the day of 148 households in Nouna was 4.06 mg/m³ (0.020–45.94 mg/m³). The overall PM₁₀ concentrations greatly exceeded the maximum 24 hour limit of <50 µg/m³ recommended by WHO (54). Levels recorded in Nouna kitchens also exceeded those reported in studies in rural India and South Africa, Mexico and Mozambique (31, 55–57).

CO levels were also very high in the kitchens and sleeping rooms of households in Nouna. The mean area concentration of CO in 121 kitchens and sleeping areas combined was 17.02 ppm (0.13–90.27 ppm). These CO concentrations were within the ranges reported by others (57–60). A study by Naether et al. (61) in Guatemala found that the concentration of CO released from gas stoves, improved stoves and open fires was 1.5, 2.4 and 6.7 ppm, respectively. Similarly, Smith et al. (62) also observed decreasing levels of CO emitted with ascension of the energy ladder. Per meal, combusted wood residues typically release 19 g/MJ-d CO per meal as opposed to LPG, which releases only 1.0 g/MJ-d CO.

**Climate change**

In terms of the global carbon cycle, biomass combustion emits between 1,800 and 4,700 Tg carbon per year, compared to fossil fuels, which emit 5,700 Tg carbon per year. Biomass combustion therefore has an important role in the global carbon cycle (9). The human consumption of biomass fuels are estimated to represent between 20 and 40% of all biomass combustion globally. It is also estimated that 1–3% of all human-generated global warming is from the household burning of biomass fuels (15). In terms of specific pollutants, this is a global contribution of between 1–5%, 6–14% and 8–24% of all CO, CH₄ and total non-methane organic compounds, respectively (15). Table 4 presents the estimated mean daily global warming commitments weighted by 20-year global warming potentials (GWPs) from three stone (wood) stoves and charcoal stoves from a study in Kenya. The relative contributions of biomass combustion in West Africa to atmospheric emissions are 46% (CH₄), 42% (CO), 44% (NMHC) and 32% (CO₂) (Table 5; (41)).

It is assumed that biomass fuels, if renewably harvested, are GHG neutral. However, biomass is not merely combusted into CO₂, which is subsequently taken up by vegetation (64). As much of the carbon of biomass is produced as PICs, which have higher GWPs than CO₂, low-efficiency stoves can produce warming if even the biomass is renewably harvested (4, 13, 49, 64, 65). PICs from biomass burning were found to have a GWP 110% that of CO₂, over a 20-year period (15).

In particular, black carbon is an important PIC in terms of climate change as its effects are stronger than climate gases, such as CH₄, chlorofluorocarbons, nitrous oxide and even ground-level ozone (10). Moreover, black carbon may also have an effect on precipitation levels and melting when it falls on ice or snow by reducing reflectivity and increasing the absorption of solar radiation (12, 66). Currently, it is estimated that approximately 15% of the excess radiative forcing and 40% of the net warming occurring is from black carbon (12, 67). It has also been suggested (68) that biomass burning is the largest source of black carbon in India. In Africa, over

<table>
<thead>
<tr>
<th>Fuel type</th>
<th>Stove efficiency</th>
<th>CO₂ (g/kg)</th>
<th>CO (g/kg)</th>
<th>CH₄ (g/kg)</th>
<th>RPMᵃ (g/kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wood</td>
<td>0.20</td>
<td>1,620</td>
<td>99</td>
<td>9.00</td>
<td>2.00</td>
</tr>
<tr>
<td>Charcoal</td>
<td>0.30</td>
<td>2,570</td>
<td>210</td>
<td>7.80</td>
<td>1.70</td>
</tr>
<tr>
<td>LPG</td>
<td>0.70</td>
<td>3,190</td>
<td>25</td>
<td>0.01</td>
<td>0.10</td>
</tr>
</tbody>
</table>

ᵃRespirable particulate matter.

### Table 3. Emission factors associated with different fuel types (15)

<table>
<thead>
<tr>
<th>CO₂</th>
<th>CO</th>
<th>CH₄</th>
<th>Total GHGᵇ</th>
</tr>
</thead>
<tbody>
<tr>
<td>5,450</td>
<td>1,920</td>
<td>701</td>
<td>8,310</td>
</tr>
<tr>
<td>4,300</td>
<td>3,120</td>
<td>2,201</td>
<td>9,850</td>
</tr>
</tbody>
</table>

ᵇNon-methane hydrocarbons.

ᵇGreenhouse gases.
80% of black carbon emissions are estimated to stem from domestic biomass burning (12).

There is also concern about the environment in places where biomass use is the primary source of energy in developing countries (69). Unsustainable fuel wood use may lead to deforestation (40) and desertification (49). As a result, biomass, soil, land and water resources degrade (45). Changes in land cover and flora have also been noted over the last 30 years in Burkina Faso; however, this is thought to be due to intensified grazing pressure and increases in livestock density (70) rather than biomass fuel harvesting.

**Discussion**

In comparing the relative benefits and drawbacks of biomass and fossil fuels such as LPG, the winner may seem obvious. However, it is important to consider several aspects within the context of Burkina Faso since such a large proportion of the population uses biomass fuels. The switch to cleaner burning fuels is not likely to be quick or even feasible in the near future, given the economic constraints and availability of solid biomass fuels.

There are some advantages associated with biomass use. Biomass can be sustainable for the environment and climate if they are combusted at a high level of efficiency and renewably harvested (45). Also, biomass combustion usually results in low sulphur and nitrogen emissions. This, in turn, produces fewer particles and less acid precipitation. Additionally, other toxics such as mercury, lead, arsenic, fluorine are less in biomass fuels, compared to other fuel types. Ash by-products can also be recycled back to the areas in which biomass was harvested (45).

As a form of stored solar energy, biomass is more reliable and readily available than wind or direct solar energy. Additionally, biomass is not usually affected by energy crises as it is produced, harvested and used locally. Biomass is also widely accepted, provides employment, contributes to infrastructure and promotes conservation (45). Moreover, fuel demand is not usually the primary driver behind deforestation in developing countries (45, 51). Instead, the demand for agricultural land, road building or other land-use changes are largely responsible (45, 51). Significant amounts of wood for domestic use are collected from trees around houses, fields and roads.

These sources are not included in national forest statistics and do not show up on remote sensing surveys. Consequently, if fuel demand seems to exceed local forest growth rates, deforestation may not actually be taking place (49).

Other environmental problems in countries like Burkina Faso are also thought to be attributable to changes in land use rather than the non-renewable harvesting of household fuels, although this may also have an impact. Desertification, for example, may be linked to fuel demand. However, desertification could also be due to climate change, grazing intensification, land-use shifts and industrial fuel harvesting (e.g. forest kilns) (49).

Another consideration is that as rises in energy prices make fossil fuels unaffordable for the poorest households (4, 23), biomass is one of the only available options in Burkina Faso. Economic considerations and not health or environmental aspects are likely dictating households’ choice of fuels in these regions. Thus, efforts to introduce more expensive fuels into households will likely not be feasible without considerable subsidies.

Nevertheless, there are several drawbacks in using biomass fuels. Air pollution, particularly indoors, is associated with numerous health effects. One of the most obvious ways to address this issue is to encourage the use of cleaner burning fuels. In moving up the energy ladder, the first step is usually from wood to charcoal or kerosene and the second to LPG (15). Even small movements up the energy ladder will bring some improvements in terms of indoor air pollution exposure (23). If all the current users of biomass (two billion) switched to LPG, the net reduction in exposure would be larger than the current exposure to all fossil fuel emissions (18). Moreover, using liquid or gases with premixed air to achieve high combustion efficiencies could further reduce exposures (64). Another way to reduce air pollution exposures is to use more efficient stoves. Thus, even if cleaner burning fuels are out of the reach of many poor households, introducing more efficient stoves can be a worthwhile long term investment (71–74).

Solid biomass fuel harvesting and combustion can also have important impacts on the global carbon cycle and climate change. As PICs such as black carbon and CH₄ have higher GWPs than CO₂, solid biomass fuels burned inefficiently may not be GHG neutral, even if they are harvested renewably (75). Given the short lifetime of black carbon (weeks), reducing emissions could be a way to mitigate global warming in the near future, address regional climate issues and decrease the retreat of sea ice and glaciers (10, 12). Moreover, Baron et al. (12) argue that controlling black carbon emissions can be a cost-effective means of improving health and alleviating some of the effects of global warming, although this suggestion is not without debate (67, 76).

<table>
<thead>
<tr>
<th>Location</th>
<th>Fuel type</th>
<th>CO₂</th>
<th>CO</th>
<th>NO</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zimbabwe</td>
<td>Wood</td>
<td>450</td>
<td>43</td>
<td>0.52</td>
<td>(40)</td>
</tr>
<tr>
<td>West Africa</td>
<td>Wood</td>
<td>400</td>
<td>30</td>
<td>1.5</td>
<td>(41, 63)</td>
</tr>
<tr>
<td></td>
<td>Charcoal making</td>
<td>290</td>
<td>55</td>
<td>8.5</td>
<td>(41, 63)</td>
</tr>
</tbody>
</table>
|               | and burning        |     |    |     |        | Table 5. Emission factors for biomass combustion by fuel type and location (g C or N/kg dry wood)
Furthermore, switching to LPG may not result in an exponential rise in emissions of GHGs. It has been estimated that switching everyone from biomass fuel to LPG would only result in a less than 2% increase in global GHG emissions (18). It has also been argued that petroleum resources are sufficient to supply all household energy needs worldwide. Petroleum supply stresses are predicted to stem from other sectors (4, 18).

There are also good arguments for exploring the development of renewable and sustainable energy as they have the potential to take advantage of local conditions (e.g. sun and wind). Biogas may also be a good alternative as it produces significantly lower concentrations of pollutants (50, 64). Biogas is renewable, has high thermal and combustion efficiencies and low global warming commitments (64). However, there are currently few of these technologies available to replace biomass on the scale needed. Thus, the introduction of LPG in these areas may be more feasible (18).

Clean energy also provides access to education, health care and household resources. Children who do not have to collect biofuels can attend school (4, 62). Switching to cleaner fuels could also free up time for women to engage in income-generating pursuits (4).

The introduction and promotion of cleaner energy for cooking, particularly in developing countries like Burkina Faso, can have several benefits. Encouraging households to switch to LPG would result in the consumption of less fuel per meal and less time spent gathering fuel, which could be expended on other activities such as attending school or participating in microprojects. LPG is available in places such as Nouna, although it is still not within the affordable range of many households, which is an important drawback. Another significant consideration is the availability and affordability of LPG in rural areas. Nonetheless, global supplies of petroleum are estimated to be sufficient to accommodate the needs of domestic users, even if all those currently using biomass switched to LPG (18).

Perhaps one of the strongest arguments for helping households to switch to cleaner fuels is related to pollution and their associated health outcomes. As the burden of disease attributable to biomass use in Burkina Faso is estimated to be 8.5% (34), reductions in exposures are warranted. In particular, at-risk groups such as women and young children who bear the brunt of such exposures could stand to greatly benefit from switches to LPG or other cleaner burning fuels.

Lastly, reductions in biomass solid fuel pollutants have the potential to impact climate change as well. Black carbon and other PICs can have significant impacts in terms of radiative forcing, precipitation and sea ice melting (10, 67). Policies promoting reductions in the levels of PICs may mitigate some of these effects. Thus, the effects of such policies are advantageous for health and the climate – a little known co-benefit from the perspective of the mitigation debate (77).

Conclusions

Though biomass use has some advantages and is likely to continue in the short to medium-term in Burkina Faso, other energy options should also be explored. From a health, societal and climate change perspective, the burning of biomass solid fuel in inefficient stoves is highly undesirable. Policies encouraging households to move up the energy ladder are warranted and necessary. Also, as limited information specific to Burkina Faso is available, research regarding fuel use and energy consumption patterns and availability is desirable to aid in the development of effective policies.

As clean fuel initiatives will require coordinated efforts, governments and other organisations also need to plan to ensure adequate, reliable provisions and services. Initiatives to encourage households to move up the energy ladder may include stove intervention programmes and subsidised fuel prices. The exploration of sustainable and renewable energies is also a key consideration in clean energy initiatives.

According to Wilkinson et al. (4), the inequity in the access of rich and poor countries to clean fuels is an injustice. As such, providing poor households with affordable access to cleaner alternatives should be paramount. Interventions and policies are key to the successful introduction of cleaner burning fuels among developing countries like Burkina Faso that heavily depend on biomass.
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Climate change is incontestably a phenomenon of global causes and impacts. However, as much as the contribution of different regions and countries to climate change differs, as much differ the impacts. This paper examines the current and potential impact of climate change on infectious diseases in regions that could not be more different: the Arctic and the tropics (The Arctic is the area north of the Arctic Circle (66.6°N), while the tropics lie between the Tropic of Cancer (23.4°N) and the Tropic of Capricorn (23.4°S)) (Fig. 1). Despite obvious differences in environmental and socio-economic contexts, there are commonalities between these areas, both in the mechanisms through which climate change influences disease transmission and in the adaptation responses health systems can and should mount. We hope that the lessons in this comparison can be distilled both by policy makers and researchers in both regions.

The purpose of this article is ‘to join the dots’ and thus stimulate discussion. Inevitably, the different dots (issues) themselves cannot be elaborated on in detail here. For this, we refer the interested reader to a wide-ranging list of references.

Climate-sensitive infectious diseases in the Arctic

Of all regions in the world, the Arctic is particularly affected by global warming. The proportional increase in surface air temperature has been twice the average global increase. Importantly, warming since 1980 has been strongest in the wintertime at 1°C per decade. It comes as no surprise that the sea-ice cover has decreased by 10% during this period (1). Warming is projected to an increase of 2.3°C by the end of the century, a much higher increase than the projected global mean of 1.1–6.4°C (1). Thus, models project a substantial decrease in snow and sea-ice cover over most of the Arctic by the end of the 21st century (2). An already noticeable change was the opening of both the Northwest and the Northeast passages for traffic in 2008. The Barent Sea has been ice-free and open during summer for the past four years.

The health effects of these changes in the far North, particularly in the distribution and incidence of infectious diseases, have received little attention so far both in the published literature (3, 4) and in the media. Climate change will affect the distribution of infectious diseases directly as well as indirectly.

Disruptions in the operation of water supply and sewage facilities increase the risks for intestinal infections through the spread of water and food-borne infections.

Fig. 1. The Arctic, looking down to the North Pole.
Some recent examples include a 30-fold increase in hepatitis A in one Russian region after flooding. Also, reduced access to clean water may increase skin infections, many of which are caused by multi-resistant bacteria.

As the boreal forest extends north, areas for certain animals such as foxes carrying rabies or echinococcosis and beavers carrying *Giardia intestinalis* will expand.

Another effect of warmer average temperatures and changes in the relative length of seasons is the changing pattern in vector-borne diseases. Insects that exist today in the south of the region transmit different *rickettsia* species such as Mediterranean spotted fever and Q-fever, and viruses such as West Nile virus. These and the Chikungunya virus, recently established in Europe, could potentially move northwards, although this is less likely, as temperatures needed are higher than most models predict. However, the transmitting vector can change, as has occurred with the transmission of Dengue virus and Chikungunya virus from *Aedes aegypti* to *Aedes albopictus*, an insect that thrives in colder temperatures.

Ticks transmit both Lyme disease (5) and tick-borne encephalitis (TBE) (6), see Box 1. While the incidence of TBE has halved since the late 1990s in Russia, the incidence rate tripled in Arkhangelsk Oblast, in the North, during the same period. In the 1980s, there were relatively few cases of TBE in the Russian Federation, including 300 cases per year in Arkhangelsk Oblast, but rising temperatures from 2001 increased incidence to 2,300 cases per year in 2007, a 10-fold increase within a decade.

**Climate-sensitive infectious diseases in the tropics**

There have been several excellent recent reviews on this topic, to which we refer the reader (13–18). Table 1 compares the major climate-sensitive infectious diseases in the tropics with those in the Arctic. The list is neither exhaustive nor exclusive. Furthermore, the listed diseases are not necessarily *limited* in their prevalence to the tropics or the Arctic.

**Commonalities between climate-sensitive infectious diseases in the Arctic and the tropics**

A large proportion of the populations in both these extreme climate zones share the characteristic of living in close proximity to their ecosystems, in fact living on them (3, 19). This makes these populations highly vulnerable to the health effects of climate change.

We consider here five main common characteristics and requirements, respectively, regarding climate-sensitive infectious diseases:

1) Exposure to new patterns of climate-sensitive infectious diseases.
2) Disease surveillance and early warning systems.

<table>
<thead>
<tr>
<th>Box 1. Tick-borne encephalitis (TBE) in Sweden.</th>
</tr>
</thead>
</table>
| TBE was first discovered in Sweden in the 1950s and the reported annual numbers of cases have increased ever since. Up to 1979 approximately 25 cases were reported each year. During the 1980s around 40 cases were reported annually and during the 1990s the number rose to 60–80 (7). In the last 10 years the incidence increased further to about 140 cases annually. About 224 cases were reported in 2008 (8). All cases of encephalitis admitted in Stockholm County have been serologically tested for TBE since the late 1950s (9). Viral meningo-encephalitis has been a notifiable disease in Sweden since 2004. TBE causes more than half of the cases of viral meningo-encephalitis reported to the Swedish Institute for Infectious Disease Control (SMI), with most of the patients contracting TBE in Sweden. Only a few patients were infected in other European countries (8).

Most cases occur in the central-eastern parts of the country, particularly in the archipelagos surrounding Stockholm (10). In the eastern parts of the country the risk areas have remained unchanged (7). In the 1990s new TBE-endemic areas became established around lake Vänern and lake Vättern, mainly close to the water where the climate is milder (7). Other areas where the disease seems to be emerging is in the south (Skåne and Blekinge) and in the west, the Bohuslän and Dalsland areas (10). During the last few years, additional foci have appeared. The virus has spread north along the east coast and cases have been reported from Dalarna in central Sweden, and Bohuslän on the west coast (10).

Climatic factors such as mild winters and early arrival of spring are thought to have contributed to the spread of the tick *Ixodes ricinus* further north and to an increase in tick density (10, 11). Other factors contributing to the increase in TBE may include increasing host animal populations such as roe deer, and more people spending time in endemic areas due to an increase in summer cottages (12). In addition, an increased awareness of the disease amongst health care workers and the general population leads to a higher number of diagnosed cases (7, 9). The cause of the increase in TBE in Sweden is most likely multi-factorial.

During the last ten years SMI has diagnosed more than 20 cases with serologically verified TBE despite complete active vaccination against the disease (8). The majority of these cases were diagnosed in 2007. The diagnosis of acute TBE is hard to establish using only a single serum among patients with prior vaccination. For these patients complementary laboratory tests are needed.
3) Health system preparedness.
4) Enhanced global efforts towards developing drugs and vaccines.
5) Common challenges for research.

Exposure to new patterns of climate-sensitive infectious diseases

The pathways leading from the presence of pathogens, vectors and host animals to manifestations of infectious disease in humans are non-linear and complex. Apart from climate change, they are influenced by human immune response, human behaviour (particularly regarding land use (20, 21)), the quality of social and health systems, the development of drug resistance and many more. They all have a strong influence on whether or not diseases will manifest in populations and how they will spread.

With some caveats, it is generally true that some pathogens such as salmonella respond directly to higher temperatures in terms of their proliferation. Vector-borne diseases react indirectly to changes in temperature and humidity, as insect vectors and their associated pathogens undergo possibly accelerated life cycles as ambient temperature increases (up to a certain point). They, in turn, frequently depend on host vertebrates, which have their own climate-dependent migration patterns. We would therefore expect some of these diseases to expand pole-wards and upwards in terms of altitude.

Certain vectors have a particular potential to act in joining the dots between the south and the north. The species mentioned below exist today in southern Europe:

- Mosquitoes (Anopheles, Culex and Aedes) can give rise to malaria (different species), West Nile virus, Dengue virus and Chikungunya virus, respectively.
- Ticks (Ixodes ricinus, Dermacentor reticulatus, Hyalomma marginatum and Rhipicephalus sanguineus) transmit Borrelia burgdorferi (leading to Lyme borreliosis), TBE virus (TBE-encephalitis), Tularemia franciscella (tularemia), Coxiella burnetii (Q-fever), Bunyaviridae viruses (Crimean-Congo haemorrhagic fever), Rickettsia conorii (Mediterranean-spotted fever).
Sandflies (Phlebotominae) transmit *Leishmania donovani* and *Leishmania infantum*. Autochthonous (locally transmitted) cases of most of these infectious diseases have been reported in Europe.

**Changing spatial range of diseases**

*Higher latitudes.* The last case of indigenous malaria in Sweden was reported during the 1930s. Even if other parameters, such as socio-economic situations and well-performing health systems, influence the epidemiology of these infections, higher temperatures could - in a longer-term perspective - move the northern limits of these infections as locally transmitted malaria cases occurring in Italy have shown. West Nile virus has expanded to Canada, and the northward movement of TBE is described in Box 1.

A particularly instructive case, albeit from a veterinary infectious disease, is Blue Tongue, a frequently fatal disease of cattle, goats, sheep and deer. Between 1998 and 2005, this insect-borne disease (spread by the biting midge *Culicoides imicola*) spread northwards in Europe. In 2006, it reached central and northern Europe including Switzerland, the Netherlands, Belgium and Germany. The spread of the disease could be explained by the basic reproductive number $R_0$, which is temperature-dependent (22, 23). In 2007, Blue Tongue disease appeared for the first time in Britain. Gubbins et al. (23) reported the greatest risk of spread in Britain ($R_0$ between 2 and 4) in a temperature range from 15 to 25°C.

*Higher altitudes.* The case of highland malaria in Africa has been hotly debated in the literature (24–27). The emerging consensus (28) seems to reflect many factors influencing the upward move of malaria transmission in the Kenyan highlands (Fig. 2), but shows that climate change is among them (29).

**Changing temporal pattern of diseases**

Changing *seasonal* patterns of infectious diseases have been reported for many climate-sensitive infectious diseases including malaria (30, 31), tularaemia (32) and TBE (33).

Not surprisingly, *inter-annual variability of climate*, too, has been shown to have an influence on infectious diseases: increases in the incidence of malaria, dengue fever, Rift Valley fever, hantavirus infections, cholera and other diseases have been associated with the El-Nino-Southern Oscillation (ENSO). For an overview, see Kovats et al. (34) and Anyamba et al. (35).

The few studies on possible relationships between infectious diseases and the *North Atlantic Oscillation* (NAO) have been inconclusive so far. Palo (36) performed
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**Fig. 2.** The world, showing the tropics (blue zone) and countries containing INDEPTH health and demographic surveillance sites (yellow). Source: www.indepth-network.org

Note: There is one INDEPTH site in Latin America, in Nicaragua (not shown on the map).
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In conclusion, in spite of the extremely different ecosystems in the Arctic and the tropics, the nature of transmission frequently via vectors, generates similarities between climate-sensitive diseases in both areas. This is illustrated in Table 2 using the example of tularaemia and malaria.

**Disease surveillance and early warning systems**

Given the dynamics and the complexity of climate-sensitive infectious diseases, particularly those transmitted by mosquitoes or rodents, both regions need to develop and sustain surveillance and early warning systems. While a global early warning system, such as the Global Alert and Response Network (GOARN), which was developed by the World Health Organization (38), is impressive, it cannot achieve the task of monitoring the imperceptible extension of infectious diseases into new areas. We discuss below some specific issues pertaining to the Arctic and the tropics.

**The Arctic**

As populations are relatively small and scattered over a large area, it makes sense to develop a region-specific surveillance system to detect significant trends in infectious diseases. Linking existing national monitoring systems is the basis for appropriate and coordinated actions. Standardising laboratory methods and clinical surveillance definitions across borders facilitates comparing and analysing regional epidemiological data.

An example of such a network is the ‘International Circumpolar Surveillance System for Emerging Infectious Diseases’ (39). This network links hospital and public health laboratories for the purposes of monitoring invasive bacterial diseases and tuberculosis in Arctic populations (39). It is planned to extend this surveillance network to include climate-sensitive infections.

**The tropics**

There are three main weaknesses in most developing countries with regard to disease reporting: Firstly, health services ‘see’ only a fraction of those suffering from diseases, typically less than one fifth. Those who do visit health services are certainly not representative of the entire population. It is therefore quite possible to miss an increase in cases, if those occur in remote (geographically barred) or in poor (financially barred) populations. Secondly, incomplete reporting may generate fluctuations in case numbers, which are reporting artefacts, rather than actual changes in case frequencies. Thirdly, case verification is difficult and lengthy, given the dearth of reference laboratories.

Population-based health surveillance on a national scale (40) would be ideally implemented using a random sample of sentinel sites. This is however quite expensive and out of reach for many low-income countries.

Another possibility would be to use existing population-based surveillance systems, such as the INDEPTH network (www.indepth-network.org) as a tool for the surveillance of climate-sensitive infectious diseases in the tropics. This network currently covers about two million people in the tropics under demographic and health surveillance in some 30 sites, mainly in Africa and Asia (see Fig. 2). Ascertainment of cause of death is standardised across sites and as valid as possible in the absence of facility-based biomedical exams. Many of these research centres include high quality laboratories, which could be included in systematic surveillance and early warning systems. Although certainly not strictly representative of their countries’ general population, these sites provide population-based data which is unbiased by the different barriers associated with health care utilisation. In addition, they are certainly faster and more valid in their case ascertainment than the average local health service.

**Table 2.** Common effects of climate change on disease transmission, taking the examples of tularaemia and malaria

<table>
<thead>
<tr>
<th>Common effects on diseases transmission</th>
<th>Tularaemia</th>
<th>Malaria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incidence sensitive to inter-annual climate changes</td>
<td>NAO</td>
<td>ENSO (El Nino)</td>
</tr>
<tr>
<td>Length of transmission period</td>
<td>Increased</td>
<td>Increased</td>
</tr>
<tr>
<td>Expansion of geographical coverage</td>
<td>Yes</td>
<td>Yes, both latitudinal and altitudinal</td>
</tr>
<tr>
<td>Human land-use important</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Source: Rydén et al. (32).

**Health system preparedness**

Particularly in low-income countries in the tropics, under-performing health services must be strengthened to meet the additional challenge of network to include climate-sensitive infectious diseases. In the language of climate policy, this would be called a ‘no regrets’ strategy, something ‘… whose benefits equal or exceed their costs to society, excluding the benefits of avoided climate change’ (41). Hence, strengthening health systems is a sensible policy even in the absence of climate change.

Priority action should be considered in the following areas:
• Protection of the infrastructure, particularly communications networks, against extreme weather events such as floods, storms and heat waves.
• Training health staff about diseases which might be expected to occur or increase and the local measures that should be taken. This applies, for example, as much to Lyme disease in northern Sweden as to malaria in the latitudinal and altitudinal fringes of its current distribution.
• Establishing decentralised stocks of drugs, vaccines and equipment for preventing or treating climate-sensitive diseases.
• Establishing fast routine reporting systems for climate-sensitive infectious diseases.

Part of preparedness pertains to the active cooperation of health sector staff with colleagues from other relevant sectors, such as forestry, agriculture and meteorology. The need for such inter-sectoral cooperation is obvious, as the control of climate-sensitive infectious diseases, particularly those borne by vectors, strongly depends on information and action from these sectors. Table 3 illustrates the common characteristics of adaptation measures, using the example of two otherwise unrelated diseases, tularaemia in the Arctic and malaria in the tropics.

**Enhanced global efforts towards developing drugs and vaccines for climate-sensitive infectious diseases**

The development of vaccines against dengue fever and malaria is an important global research priority per se. The importance is accentuated by the projected increase in the burden of these diseases burden due to climate change. In principle, the need for vaccine development arises also in the case of Lyme disease (42). The debate should be re-opened in view of its anticipated spread northwards into the Arctic.

Drug treatment of malaria currently hinges primarily on one single type of drug, the artemisinin derivates. Given that we have evidence of *in-vitro* markers of resistance, particularly in south-east Asia (43), clinical resistance is imminent (44). The need for research and development of anti-malarial drugs is highlighted in view of potential effects of climate change on malaria transmission.

The same holds for drugs against other tropical climate-sensitive diseases, such as leishmaniasis and trypanosomiasis against which we urgently need new, less toxic and more effective drugs.

**Common challenges for research**

Surprisingly, research output on the links between climate and infectious diseases is limited for both regions, particularly as far as intervention-oriented research is concerned.

In both regions, researchers essentially face a similar agenda:

1) The attribution of changes in infectious diseases to climate change.

This almost invariably involves modelling techniques, linking regional climate models or at least time-series of meteorological data to models of infectious diseases.

For example, the Arctic is a region characterised by complex and incompletely understood climate processes, making climate modelling for this region challenging. Local climate data need to be coupled to large-scale data flows. There is a rapid development in the field, but, so far, regional models have not been used for the Arctic Climate Impact Assessment (ACIA).

2) The validation of early warning and surveillance systems for climate-sensitive infectious diseases.

3) The development and evaluation of evidence-based adaptation strategies, their protective effectiveness and costs.

4) The identification of most vulnerable population sub-groups and subsequent targeting of adaptation interventions to them.

For example, there are 40 different ethnic groups in northern Russia. These minorities speak different languages as well as the language of the nation they live in and they have their own customs and cultures. Adapting the research methodology used according to these differences is important and needs special consideration.

5) Research training.

---

**Table 3.** Common adaptation mechanisms, illustrated by two climate-sensitive diseases: tularaemia and malaria.

<table>
<thead>
<tr>
<th>Common adaptation</th>
<th>Tularaemia</th>
<th>Malaria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Early warning systems based on meteorology</td>
<td>In place</td>
<td>At a research stage</td>
</tr>
<tr>
<td>Early warning systems based on case detection</td>
<td>Active and passive</td>
<td>Passive</td>
</tr>
<tr>
<td>Surveillance possible</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Preparedness of health services</td>
<td>Moderate</td>
<td>Low</td>
</tr>
<tr>
<td>Involvement of other sectors</td>
<td>Yes</td>
<td>Beginning</td>
</tr>
<tr>
<td>(forestry, agriculture and infrastructure)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: Rydén et al. (32).
Few health researchers are comfortable with modeling infectious diseases, let alone with using climate models and linking them to disease data (45). Many of the required techniques, such as time series analysis and analysis of remote sensing data are new, particularly to public health researchers and epidemiologists. Techniques for working with multi-sectoral data sets, e.g. from meteorology and agriculture, need to be learnt. While we need to raise interest for this issue within the global research community, a special effort in training and capacity building is needed in low income countries, where climate effects will be first and most strongly felt (46).

**Conclusions**

The task of understanding the nexus between climate change and infectious diseases is not made easier by the complex simultaneous ecological, social and health service influences, as the debate on highland malaria illustrates (28) (Fig. 3).

The transition from knowledge to knowledge-based actions is another challenge. The key issue is: What degree of confidence or certainty do we need in order to act? The United Nations Framework Convention on Climate Change has clearly stated that action is needed in the presence of uncertainty if the potential adverse effects are severe and irreversible (‘Precautionary Principle’ (47)).

In spite of obvious contrasts in geography and the respective biospheres, these challenges are common to researchers and policy makers both in the Arctic and in the tropics. Many lessons can be shared. Joining the dots essentially means connecting the people who work around these dots across different parts of the globe.
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Climate change and population health in Africa: where are the scientists?
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Despite a growing awareness of Africans’ vulnerability to climate change, there is relatively little empirical evidence published about the effects of climate on population health in Africa. This review brings together some of the generalised predictions about the potential continent-wide effects of climate change with examples of the relatively few locally documented population studies in which climate change and health interact. Although ecologically determined diseases such as malaria are obvious candidates for susceptibility to climate change, wider health effects also need to be considered, particularly among populations where adequacy of food and water supplies may already be marginal.
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Despite increasing media coverage around the theme of African peoples’ potential vulnerability to actual and predicted changes in climate at the global level, detailed scientific evidence remains scanty. Much existing work has looked at the effects of climate on specific diseases, without making clear connections to overall changes in population health. A simple search of the PubMed database, undertaken on 26 June 2009, using the keywords ‘health’, ‘Africa’ and ‘climate change’, revealed the number of hits shown in Fig. 1. Despite almost two million scientific citations matching one or another of these terms, the intersection between all three contained a mere 31 citations (0.002%), some of which were brief comments or related to veterinary health. Even though this was a somewhat simplistic search, deliberately intended not to include disease-specific studies which did not explore more general implications for population health, the paucity of results in the intersection is striking. Nevertheless, the oldest of these 31 citations was published as far back as 1991 (1) and one therefore has to ask questions about what has or has not happened in terms of progressing the scientific understanding of climate change and population health in Africa over the past two decades.

The aim of this review article is to highlight some of the important points that emerge from the relatively scant literature on climate change and health in Africa, with a view to both identifying some of the key issues that have been documented and revealing some of the possible gaps where further scientific research is urgently needed.

The literature on climate change and health in Africa

Ramin and McMichael (2), acknowledging the paucity of evidence-based results, present five hypothetical case studies illustrating what they believe to be the major issues. These are concerned with the interaction between HIV and rain-fed food production capacity; impact of drought on child nutrition; disease impact of floods; changing patterns of malaria transmission; and the impact of natural disasters. However, these but serve as examples of scenarios which are all too rarely documented in detail with a basis in reliable data.

Much more attention has been given to global and regional estimates, using multiple data sources and models, of possible changes in climate and, in some cases, their potential health consequences. The Stern Report (3) paints a gloomy picture for Africa, concluding that “The poorest will be hit earliest and most severely. In many developing countries, even small amounts of warming will lead to declines in agricultural production because crops are already close to critical temperature thresholds. The human consequences will be most serious and widespread in sub-Saharan Africa, where millions more will die from malnutrition, diarrhoea, malaria and dengue fever, unless effective control measures are in place.” This is also reflected in the recent UCL Lancet Commission report (4), which suggests that the highest regional burden of climate change is likely to be borne by sub-Saharan Africa, with 34% of the global disability adjusted life years (DALYs) attributable to climate change.
change located there. Since sub-Saharan Africa only contains 11% of the world’s population (5), this reflects a three-fold population-based risk for adverse effects of climate change among Africans compared with the global population.

A review of likely impacts of climate change on food insecurity (6) concludes that current estimates of climate change will probably lead to greater risk of hunger, particularly in Africa, but without going on to consider the likely population health impacts of such hunger. Changes in land use, either forced by climate change or in response to environmental pressures, may also impact on food security (7). Infectious diseases tend to be considered first when contemplating the effects of climate change on health (1), but these may not be the only or even the major factor; impacts such as the physiological effects of heat may be equally important (8), particularly on the African continent where large proportions of people are regularly exposed to extremes of high temperature.

A review of cholera seasonality globally from 1974 to 2005 (9) suggests that climate change may well lead to less predictable patterns of cholera outbreaks; within Africa this is likely to be seen more in northern and western areas rather than in the equatorial zone. Detailed analyses of diarrhoeal disease patterns in Benin (10) have established expected relationships between risks of diarrhoea and lack of good-quality water supplies. These authors go on to suggest that the consequences of future climate change scenarios, leading to large-scale population displacements, may be predicated on resource considerations, such as water supply, at migratory destinations.

Whilst changes in climate may have impacts on distributions of vector-borne diseases as a direct consequence of ecological pressure on vectors, it is also important to take into account changes in host factors, such as exposure and immunity, in considering health consequences (11). Furthermore, the disease manifestations of longer-term epidemiological changes driven by climate may be masked by adaptational mechanisms in human populations (12).

Malaria is probably the most documented single disease in relation to climate change. Part of this seems to derive from concerns that the global range of malaria may be extended as territories outside current endemic zones become wetter and warmer, rather than concerns about Africa per se, even if these concerns may in some cases have been overstated (13). Detailed climatic analyses suggest that patterns of malaria transmission in Africa may well change as a result of climate changes (14). These changes are modulated by altitude, and the interactions between climate, altitude and vector behaviour (15). The general notion that climate is changing, alongside observations of changes in malaria disease patterns, do not, however, necessarily constitute a cause and effect relationship between climate change and malaria (16). The importance of carrying through climate modelling into vector dynamics modelling has been stressed (17). Some predictions suggest that the main effect of climate change on malaria in Africa will be geographic shifts of transmission within the continent, rather than overall changes (18).

Examples of local impacts on overall population health in Africa as a consequence of climate change are relatively rare, not least because of the relative scarcity of detailed health data from the African continent in the first place (19). After a series of debilitating rainfall failures in northern Ethiopia, a microdam construction programme was initiated in the 1990s to harvest rain water. As well as being a response to climate variability, these new reservoirs generated their own microclimates, often including nearby villages and one consequence was a seven-fold increase in childhood malaria incidence near the dams (20). In one district of Burkina Faso, detailed connections have been made between temperature, rainfall, mosquitoes and malaria, resulting in a local-level model relating climate to malaria transmission (21). In central Ethiopia, links have been made between erratic seasonal patterns of rainfall and disease epidemics which gave rise to a 2.5-fold increase in local overall population mortality over a two-year period (22).

Discussion

Scientific evidence connecting climate change and population health in Africa remains scanty, both because of the lack of clear understanding of the progress and nature of climate change, and the widespread lack of community-based health data. By contrast, the heatwave experienced in western Europe in 2003 was immediately identified as an unusual meteorological event and shortly afterwards analyses of resultant excess mortality were available, using data from routine systems (23).

Fig. 1. Results of a PubMed search for ‘health’, ‘Africa’ and ‘climate change’ (26 June 2009) showing the intersections between the three terms (total citations 1,891,632).
Although the dominance of malaria in the literature linking climate change and health in Africa might lead one to suppose that it is the major issue, in fact other effects that are relatively under-documented may turn out to have numerically greater impacts as time passes. It may simply be the case that malaria has been the most researched issue in relation to climate thus far. However, if predictions of changing epidemic patterns of malaria within Africa are borne out (18), then the effects of new or increased endemicity among relatively less-immune populations could be severe, affecting all sectors within populations.

Apart from situations where interventions for other purposes facilitate the investigation of climate impacts (such as the Ethiopian microdams (20)), most research into the effects of climate change on population health has to essentially follow a process of making retrospective connections between meteorological data and health outcomes. Population groups cannot be randomised to different kinds of natural climate change, and hence drawing causal inferences between observed climatic variations and disease patterns is difficult to achieve with certainty. Settings where prospective longitudinal population surveillance is in place, such as Indepth Network sites (24), are likely to be particularly valuable for analysing the population effects of climate change in Africa, since it is usually too late to collect health outcome data once a particular climate phenomenon has been observed. Routine collection of meteorological data at such sites should be regarded as normative in the current era of climate change, as well as routinely georeferencing population health data in order to make connections with external meteorological data (25). Even within such surveillance sites, prompt routine review procedures for incoming data are very important if major health-related events at the population level that might be climate-linked are to be spotted promptly (26).

Perhaps the lack of potential for experimental study design in relating climate change to health in Africa, as well as the practical difficulties of obtaining the necessary data, have led to the relative lack of detailed scientific output in the intersection between health and climate change in Africa. The relatively weak research infrastructure in many African settings is a contributory problem, but, more importantly, cross-disciplinary work (between climatology and health in this instance) is not common in Africa and needs to be actively promoted. Expertise in applying global climate models regionally is very scarce in Africa (27), against the inevitable background of the world’s most sophisticated climatological research centres being northern-based. Thus stronger links and capacity-building collaborations need to be forged between these global resources in the North and African health and climate research groups, if meaningful and useful scientific connections are going be made between climate change and health in Africa.

Despite the dearth of research on the ground in Africa so far, it seems clear from major global-level considerations of climate change and their possible effects on population health (3, 4) that, yet again, Africa and her people stand to come out worst from the likely changes in the world’s weather patterns. This has to be seen against a background of food and water security which is already at marginal levels in many places. This therefore constitutes a major challenge to governments in terms of future policy-making, and hence to universities and other research centres for generating the necessary evidence base. Thus there are compelling reasons to promote and facilitate good quality and detailed research on climate change and population health in Africa, in much larger quantities than heretofore.
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